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บทคัดย่อ

	 บทความวิชาการน้ีน�ำเสนอแนวทางการจัดการข้อมูลธุรกิจและการพยากรณ์ที่เหมาะสม
เมื่อมีค่านอกเกณฑ์ การจัดการข้อมูลทางธุรกิจ เป็นการบริหารการจัดเก็บ วิเคราะห์ข้อมูลเกี่ยวกับ
การด�ำเนินการทางธุรกิจ ให้ได้มาซ่ึงสารสนเทศที่เป็นประโยชน์และช่วยสนับสนุนการตัดสินใจ 
ค่านอกเกณฑ์เป็นค่าของข้อมลูทีผิ่ดแผกแตกต่างไปจากข้อมลูค่าอืน่ๆ วธีิการประมาณค่าพารามเิตอร์
ของประชากร จะไม่สามารถอธิบายคุณลักษณะของประชากรที่มีค่านอกเกณฑ์ปะปนอยู่ได้อย่าง
ครบถ้วน ค่านอกเกณฑ์ส่งผลกระทบโดยตรงต่อค่าเฉลี่ย ความแปรปรวน ค่านอกเกณฑ์ในข้อมูล
อนุกรมเวลาหรือข้อมูลธุรกิจ มีผลกระทบต่อการก�ำหนดตัวแบบการประมาณค่าพารามิเตอร์
และการพยากรณ์ ท�ำให้มีความผิดพลาดสูง ขาดความน่าเชื่อถือ วิธีการตรวจหาและปรับแก้ไข
ค่านอกเกณฑ์ คือ วิธีกราฟ วิธีการท�ำซ�้ำ วิธีการตรวจสอบแบบตัดออก และ วิธีการทดสอบโดย
ใช้ Grubbs’ test วิธีการพยากรณ์ข้อมูลทางธุรกิจเมื่อตรวจพบค่านอกเกณฑ์ คือ วิธีก�ำลังสอง
น้อยทีส่ดุ วธีิตวัประมาณภาวะน่าจะเป็นเมือ่ปรบัปรุงข้อมลู วธีิก�ำลงัสองน้อยทีส่ดุเมือ่ปรบัปรงุข้อมลู 
วิธีก�ำลังสองน้อยสุดแบบมีเง่ือนไข วิธีประมาณร่วมพารามิเตอร์ตัวแบบและผลกระทบของข้อมูล
ผิดปกติ วิธีก�ำลังสองน้อยสุดแบบถ่วงน�้ำหนักด้วยบูทสแทร็พ วิธีการพยากรณ์โดยใช้วิธีก�ำลังสอง
น้อยทีส่ดุแบบค่าเฉลีย่เวยีนเกิด วธีิการพยากรณ์โดยใช้วธีิก�ำลงัสองน้อยทีส่ดุแบบมธัยฐานเวยีนเกิด 
และวิธีการพยากรณ์โดยใช้วิธีก�ำลังสองน้อยที่สุดแบบมัธยฐานเวียนเกิดปรับปรุง เป็นต้น ซึ่งแต่ละ
วธีิของการวเิคราะห์น้ันแตกต่างกันออกไป ค่านอกเกณฑ์ทีม่กัพบในข้อมลูอนุกรมเวลาและข้อมลูทาง
ธุรกิจเป็นส่วนใหญ่ คือ Additive outlier (AO) และ Innovational outlier (IO) 

ค�ำส�ำคัญ: การจัดการ การพยากรณ์ ข้อมูลธุรกิจ ค่านอกเกณฑ์ อนุกรมเวลา 
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Abstract 

	 This academic paper discusses the appropriate business data management 
and forecasting when outliers existing. Business data management is administrative 
process by which the required data are acquired, validated, stored, protected, and 
analyzed, and by which its accessibility, reliability, and timeliness are ensured to 
satisfy the needs of the data users. Outlier data greatly diverges from the rest of 
other data. The current parameter estimate method cannot represent the population 
and explain the quality of the mixed up outliers pupation completely. The outliers 
have the biggest effect on the mean and variance. Outliers in time series or business 
data may have a moderate to significant impact on the effectiveness of the standard 
methodology for time series and business data analysis in the aspect of model 
identification, estimation, and forecasting. That creates error and unreliability. The 
methods in correcting and detecting outliers in business data are Graph Method, 
Iterative Procedure, Deletion Diagnostics and Grubbs’ test. Forecasting time series 
data with outliers is through Ordinary Least Square Estimation Method, Maximum 
Likelihood Estimation Method with Iterative for Adjusted Series, Ordinary Least 
Square Estimation Method with Iterative for Adjusted Series, Conditional Least 
Squares Method, Joint Estimation of Model Parameters and Outliers Effect Method, 
Bootstrap Weighted Least Squares Method, Recursive Mean Ordinary Least Squares 
Method, Recursive Median Ordinary Least Squares Method and Improved Recursive 
Median Ordinary Least Squares Method. Outliers regularly found in the business 
and time series data are Additive outlier (AO) and Innovational outlier (IO).
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บทน�ำ
	 ปัจจบุันสารสนเทศถอืเปน็สิ่งส�ำคัญส�ำหรบัผู้บรหิาร เพื่อน�ำมาใช้ประกอบการการวางแผน
และพยากรณ์ทางธุรกิจ กล่าวคอื ในอดตีการวางแผนการจะอาศยัจากการคาดเดาใน 2 ลกัษณะ คอื 
	 1) จากประสบการณ์ของผู้บริหาร 
	 2) จากการศึกษาข้อมูลในอดีตว่ามีอัตราการเปลี่ยนแปลงเป็นเช่นไร 
	 วธีิทัง้สองวธีิทีก่ล่าวมาน้ี ค่อนข้างจะเป็นวธีิทีเ่ป็นวทิยาศาสตร์มากขึน้ ซึง่ผู้บรหิารส่วนใหญ่
จะตดัสนิใจโดยท�ำการศกึษาและอาศยัข้อมลูในอดตีเป็นบรรทดัฐาน และมภีาระหน้าทีใ่นการวางแผน
เพื่อเตรียมการด้านต่างๆ ในอนาคต ด้วยเหตุผลที่ว่าการคาดเดาโดยไม่มีหลักการย่อมจะมีจุดอ่อน 
ดังน้ันผู้บริหารจ�ำเป็นจะต้องรู้เทคนิคหรือวิธีที่จะพยากรณ์ค่าต่างๆ ในอนาคต เพราะถ้าผู้บริหาร
ไม่รู้วิธีหรือเทคนิคการพยากรณ์ค่าตัวเลขต่างๆ ในอนาคต ผู้บริหารก็จะไม่สามารถคาดคะเนหรือ
บอกได้ว่าค่าของสิ่งที่ต้องการรู้ในอนาคตน้ันควรอยู่ที่ระดับใด เช่น ยอดขายของปีหน้า ต้นทุน
ของผลิตสินค้าในปีหน้า ผลก�ำไรการขายสินค้าปีหน้า เป็นต้น ดังนั้นการพยากรณ์ทางธุรกิจ คือ 
การคาดการณ์สิ่งที่จะเกิดขึ้นในอนาคต โดยอาศัยการวิเคราะห์ข้อมูลในอดีต ข้อมูลปัจจุบันและ
จากประสบการณ์ของผู้เชี่ยวชาญ ผลของการพยากรณ์จะท�ำให้ธุรกิจสามารถทราบถึงแนวโน้ม
การเปลี่ยนแปลงของธุรกิจหรือสภาพแวดล้อมที่จะมีผลต่อธุรกิจได้ในอนาคต สามารถวางแผนหรือ
ก�ำหนดนโยบายเพื่อให้บรรลุวัตถุประสงค์ของธุรกิจได้
	 ข้อมูลธุรกิจ เป็นข้อเท็จจริงที่เกิดขึ้นในเหตุการณ์ต่างๆ ที่เกี่ยวเนื่องกับธุรกิจ อันได้จาก
การสังเกต การจดบันทึก การสัมภาษณ์และการสอบถาม ข้อมูลเหล่านี้ต้องยังไม่มีการประมวลผล 
ไม่มีการวิเคราะห์ หรือที่เรียกว่าเป็นข้อมูลดิบ โดยที่ยังไม่สามารถน�ำไปใช้ประโยชน์ได้ทันที 
	 การจัดการข้อมูลธุรกิจ เป็นการบริหาร การจัดเก็บข้อมูล การวิเคราะห์ข้อมูลที่เกี่ยวข้อง
กับการด�ำเนินการทางธุรกิจให้ได้มาซึง่สารสนเทศทีม่ปีระโยชน์พร้อมจะสามารถน�ำมาใช้ประโยชน์ได้
ในทันที การจัดการข้อมูลธุรกิจจะเกิดประโยชน์สูงสุดหรือมีประสิทธิภาพสูงสุด ก็ต่อเมื่อผู้ใช้ข้อมูล
สามารถใช้ข้อมูลที่ต้องการได้อย่างรวดเร็ว ถูกต้องและเป็นกลางมากที่สุด เพื่อจะได้น�ำข้อมูลเหล่า
น้ันมาช่วยในการตัดสินใจ น�ำไปใช้ประโยชน์อื่นๆ ต่อไป ข้อมูลธุรกิจที่น�ำมาวิเคราะห์เพื่อให้เป็น
สารสนเทศ สามารถจ�ำแนกจ�ำแนกออกเป็น 2 ประเภท คือ 
	 1) แหล่งข้อมูลภายในองค์กร ข้อมูลแบบนี้จะเป็นการเก็บข้อมูลที่เกิดขึ้นภายในหน่วยงาน
ของตนเอง เช่น ยอดขายรายเดือนของบริษัท งบประมาณรายจ่ายประจ�ำปีของบริษัท เป็นต้น 
	 2) แหล่งข้อมูลภายนอกองค์กร คือ ข้อมูลที่ได้มาจากแหล่งอื่นที่อยู่นอกองค์กร ซึ่งข้อมูล
เหล่านี้ส่วนมากจะเป็นข้อมูลที่มีความพิเศษกว่าข้อมูลภายในองค์กร เพราะต้องอาศัยความสามารถ
ขององค์กรอื่นเข้ามาเก่ียวข้อง เช่น ต้องการทราบอัตราการใช้ปริมาณน�้ำมันเชื้อเพลิงที่มีจ�ำนวน
มากที่สุด 10 บริษัท ของประเทศ เป็นต้น จะเห็นว่าความต้องการทราบข้อมูลเหล่านี้จะต้องอาศัย
แหล่งข้อมลูของทีอ่ืน่ ได้แก่ ข้อมลูจากกรมพลงังาน กระทรวงพลงังาน หรอื ส�ำนักงานสถิตแิห่งชาต ิ
เป็นต้น 
	 มนตรี สิงหะวาระ (2549) ได้กล่าวถึงความส�ำคัญกับการพยากรณ์ทางธุรกิจที่มีต่อองค์กร 
พอจะสรุปได้ 
	 1) ท�ำให้ผู้บริหารธุรกิจทราบขนาดความต้องการผลิตภัณฑ์ของตลาด และเพื่อลดความไม่
แน่นอนของตลาดในอนาคต 
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	 2)	ท�ำให้ผู้บรหิารใช้ผลการพยากรณ์เป็นข้อมลูในการวางแผนในแผนกงานต่างๆ ของธุรกิจ
เพื่อความอยู่รอดหรือสร้างความได้ เปรียบทางธุรกิจ 
	 3)	ท�ำให้ผู้บริหารธุรกิจสามารถใช้ผลการพยากรณ์พิจารณาวิเคราะห์สภาพแวดล้อม 
การแข่งขนัและวเิคราะห์ธุรกิจ รวมทัง้ก�ำหนดวสิยัทศัน์ พนัธกิจ เป้าหมาย วตัถุประสงค์ แผนกลยทุธ์ 
และแผนปฏิบัติการได้อย่างเหมาะสมกับสภาวการณ์ 
	 4)	ท�ำให้ธุรกิจสามารถจัดสรรทรัพยากรได้อย่างเหมาะสม 
	 5)	ท�ำให้ธุรกิจสามารถลดความสูญเสียที่จะเกิดขึ้นได้ 
	 6)	ท�ำให้เกิดการประสานงานและประสานการใช้ทรัพยากรของธุรกิจให้เกิดประสิทธิภาพ 
	 7)	สร้างผลตอบแทนให้กับผู้มีส่วนได้ส่วนเสียเพื่อให้เกิดความพึงพอใจสูงสุด 
	 ทัง้หมดทีก่ล่าวมาข้างต้นเป็นการวเิคราะห์ข้อมลูทีอ่ยูภ่ายใต้ข้อมลูทีเ่ป็นปกต ิแต่หากมข้ีอมลู
ธุรกิจทีเ่ก็บด้วยการบนัทกึหรือเก็บรวบรวมมาเป็นระยะเวลาตดิต่อกันตามช่วงเวลาทีต้่องการ ข้อมลู
บางช่วงทีไ่ด้รวบรวมมามค่ีาต�ำ่กว่าหรอืสงูกว่าปกต ิซึง่ลกัษณะข้อมลูดงักล่าวน้ี อาจได้รับผลกระทบ
จากเหตุการณ์ภายนอก เช่น การจดบันทึกผิดพลาด การเปลี่ยนแปลงนโยบายทางเศรษฐกิจ 
การลดค่าของเงิน การเกิดภาวะสงคราม การนัดหยุดงาน หรือการเกิดภัยธรรมชาติอย่างรุนแรง 
เป็นต้น เรียกข้อมูลที่ได้รับผลกระทบต่างๆ นี้ว่า ค่านอกเกณฑ์ (Outlier) ผู้วิเคราะห์อาจประสบ
ปัญหาเกี่ยวกับการวิเคราะห์ข้อมูลธุรกิจได้
	 Fuller (2009, pp. 309-311) ได้กล่าวไว้ว่า ค่านอกเกณฑ์ในข้อมูลอนุกรมเวลา (Outlier 
in Time Series Data) คือ ข้อมูลที่มีค่าแยกออกจากกลุ่มหรือผิดแผกแตกต่างไปจากข้อมูลค่าอื่น 
เมื่อข้อมูลนั้นได้ถูกเก็บรวบรวมมาตามล�ำดับเวลาที่เกิดขึ้นต่อเนื่องไปเรื่อยๆ เช่น ยอดขายรายวัน
ของห้างสรรพสินค้าแห่งหนึ่ง งบประมาณค่าใช้ จ่ายด้านโฆษณารายไตรมาส ยอดส่งออกข้าวสาร
บรรจุถุงไปต่างประเทศรายปี เป็นต้น 
	 Atsushi, Shunsuke and Tetsuya (2010, pp. 3-4) ได้สรุปไว้ว่า ค่านอกเกณฑ์มีโอกาส
เกิดขึ้นได้บนพื้นฐานของเหตุผล 3 ประการ คือ 
	 1)	จากความผันแปรที่มีอยู่ในประชากรที่ท�ำการศึกษา (Inherent Variability) 
	 2)	จากการจดบันทึกหรือเก็บข้อมูลมีความคลาดเคลื่อน (Measurement Error or 
Execution Error) 
	 3)	ตัวอย่างที่เก็บรวบรวมข้อมูลมามีความแตกต่างไปจากประชากรกลุ่มจริง 
	 ดังน้ัน ค่านอกเกณฑ์จึงมีผลกระทบโดยตรงต่อการประมาณค่าเฉลี่ยประชากร ท�ำให้
ความแปรปรวนของประชากรเกิดค่าอคติ (Bias Variance Population) เป็นผลให้ตัวแบบของ
การประมาณค่าพารามิเตอร์ต่างๆ ของข้อมูลมีความผิดพลาดสูง จึงเป็นไปได้อย่างยิ่งที่การเก็บ
รวบรวมข้อมูลธุรกิจของแต่และองค์กร อาจจะเกิดค่านอกเกณฑ์ปลอมปนมาด้วยเสมอ หากข้อมูล
ธุรกิจทีจ่ะน�ำมาใช้ในการพยากรณ์ทางธุรกิจเกิดมค่ีานอกเกณฑ์เกิดขึน้ ก็จะท�ำให้การพยากรณ์ข้อมลู
ทางธุรกิจเกิดความผดิพลาด ส่งผลต่อความถูกต้องและความน่าเชือ่ถือของค่าพยากรณ์ วธีิการตรวจ
หาและปรับแก้ไขค่านอกเกณฑ์ในข้อมลูธุรกิจจึงเป็นเรือ่งส�ำคญัมากเรือ่งหน่ึงทีผู้่วเิคราะห์ข้อมลูธุรกิจ
หลายท่านได้ให้ความสนใจ	
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แนวคิดและทฤษฎี
	 การพยากรณ์ทางธุรกิจเริม่ต้นจากทีผู้่ด�ำเนินธุรกิจ ตระหนักถึงความต้องการผลลพัธ์ทีไ่ด้จาก
การพยากรณ์ซึ่งจะน�ำไปใช้ในการตัดสินใจ สามารถแบ่งออกได้เป็น 2 กลุ่มใหญ่และประเภทย่อยๆ 
ดังนี้
	 1)	การพยากรณ์เชิงคุณภาพ (Qualitative Forecasting) 
		  - การคาดการณ์ที่ดี (Good Guess) 
		  - เหตุผลของผู้มีอ�ำนาจจากคณะกรรมการบริหาร (Jury of Executive Opinion)
		  - โอกาสในการขายสินค้า (Sale Force Composite)
		  - เทคนิคเดลฟาย (Delphi Technique)
	 2) การพยากรณ์เชิงปริมาณ (Quantitative Forecasting) 
		  - การพยากรณ์ข้อมูลอนุกรมเวลา (Time Series Data Forecasting)
		  - การพยากรณ์อย่างง่าย (Naive Method) 
		  - ค่าเฉลี่ยเลขคณิตอย่างง่าย (Simple Arithmetic Average)
		  - ค่าเฉลี่ยเคลื่อนที่ (Moving Average)
		  - ท�ำให้เรียบแบบ เอ็กซ์โพแนนเชียล (Exponential Smoothing)
		  - วิเคราะห์แนวโน้ม (Trend Analysis Method)
		  - วิธีแบบคลาสสิค (Classical Decomposition)
		  - วิธีบอกซ์–เจนกินส (Box–Jenkins Method)
		  - วิเคราะห์ความสัมพันธ์เชิงสาเหตุ (Causal Analysis)
		  - วิเคราะห์การถดถอย (Regression Analysis)
		  - แบบจําลองทางเศรษฐมิติ (Econometric Model)
	 การพยากรณ์ที่นิยมใช้ในทางธุรกิจ คือการพยากรณ์เชิงปริมาณ ผู้เขียนจะขอยกมาเพียง
บางวิธีที่เป็นที่นิยมคือการพยากรณ์ข้อมูลอนุกรมเวลา โดยจะอธิบายแนวคิดทฤษฎีเพียงบางส่วน 
เพื่อผู้อ่านจะได้เห็นแนวทางและวิธีการ

การพยากรณ์ข้อมูลอนุกรมเวลา (Time Series Data Forecasting)
	 ข้ออนุกรมเวลา (Time Series Data) หมายถึง ชดุของข้อมลูทีเ่ก็บรวบรวมตามระยะเวลา
เป็นช่วงๆ อย่างต่อ เนื่องกัน ซึ่งอาจเก็บเป็น รายวัน รายเดือน รายไตรมาส หรือรายปี ขึ้นอยู่กับ
ประโยชน์ที่จะน�ำไปใช้ ลักษณะข้อมูลของอนุกรมเวลา โดยทั่วไปแล้วประกอบด้วย 4 องค์ประกอบ
ด้วยกัน คือ
	 1) แนวโน้ม (Secular Trend : T) เป็นการเคลื่อนไหวขึ้นหรือลงของข้อมูลอย่างช้าๆ 
ในช่วงเวลานานๆ ซึ่งอาจมีได้หลายรูปแบบ โอยอาจเป็นเส้นตรง เส้นโค้ง หรือลักษณะอื่นๆ ก็ได้ 
เช่น ปริมาณการใช้ไฟฟ้าของประเทศไทย หรือ ปริมาณการน�ำเข้าน�้ำมันดิบ เป็นต้น
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ภาพที่ 1	กราฟอนุกรมเวลาที่แสดงลักษณะของส่วนประกอบแนวโน้ม
ที่มา :	 ภูริทัต นาคประเสริฐ, 2554
	
	 2) การเคลื่อนไหวตามฤดูกาล (Seasonality Movement : S) เป็นความเคลื่อนไหวของ
ข้อมูลทีเ่กิดขึน้เน่ืองจากอทิธิพลของฤดกูาล ซึง่จะเคลือ่นไหวขึน้ๆลงๆ ซ�ำ้กันในช่วงเวลาเดยีวกันของ
แต่ละปี มักพบในข้อมูลช่วงเวลาน้อยกว่า 1 ปี โดยอาจเป็นราย 4 เดือน ราย 3 เดือน รายเดือน 
หรือรายสัปดาห์ก็ได้ เช่น ภูมิอากาศ หรือจากสภาวะที่มนุษย์สร้างขึ้นเอง เช่น การเกิดอุบัติเหตุใน
ช่วงเทศกาลต่างๆ อัตราการจองห้องของโรงแรม รีสอร์ท ในช่วงเทศกาลเป็นต้น การที่สามารถหา
ลกัษณะของการเปลีย่นแปลงตามฤดกูาลได้จะเป็นประโยชน์แก่ผูค้วบคมุดแูลในการวางแผนล่วงหน้า
เกี่ยวกับการลดจ�ำนวนการเกิดอุบัติเหตุ

	

ภาพที่ 2 กราฟอนุกรมเวลาที่แสดงลักษณะของอิทธิพลฤดูกาล
ที่มา :	 ภูริทัต นาคประเสริฐ, 2554

ราคา(ดอลล่าร์/บาร์เรล)

ดัชนีฤดูกาล

เปรียบเทียบราคาจริงและแนวโน้มราคา
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	 3) การเคลื่อนไหวตามวัฏจักร (Cyclical Movement : C) เป็นการเคลื่อนไหวของข้อมูล
ทีเ่กิดขึน้ซ�ำ้ๆกัน คล้ายกับความเคลือ่นไหวตามฤดกูาล เพยีงแต่ความเคลือ่นไหวน้ีเกิดขึน้เป็นวฏัจักร 
(Cycle) ในระยะยาวมากกว่า 1 ปี และในข้อมูลรายปี วัฏจักรเหล่านี้มีแบบแผนไม่แน่นอน จึงท�ำให้
ยากที่จะพยากรณ์ ความเคลื่อนไหวตามวัฏจักรมีสาเหตุเกิดจาก สภาพทางเศรษฐกิจโดยทั่วไป 
การเปลี่ยนแปลงนโยบายของรัฐ หรือการเปลี่ยนแปลงในรสนิยมของผู้บริโภคและนิสัยการจับจ่าย
ใช้สอย ซึ่งวัฏจักรโดยทั่วไปจะประกอบด้วยระยะเวลาหนึ่งที่รุ่งเรือง (Prosperity) ตามมาด้วยระยะ
ฝืดเคอืง (Recession) ระยะตกต�ำ่ (Depression) และระยะฟ้ืนตวั (Recovery) แล้วก็กลบัมาสูร่ะยะ
รุ่งเรื่องอีกครั้งหนึ่ง หมุนเวียนเป็นวัฏจักรเช่นนี้เป็นเรื่อยๆ เช่น วัฏจักรธุรกิจ (Business Cycle) 
วัฏจักรเศรษฐกิจ (Economic Cycle) วัฏจักรสภาพอากาศ (Weather Cycle)

	

ภาพที่ 3 กราฟแสดงอิทธิพลวัฏจักรกับการเคลื่อนไหวของอนุกรมเวลา
ที่มา: 	 ส�ำนักนโยบายการออมและการลงทุน, 2548.
	
	 4) ความเคลื่อนไหวผิดปกติ (Irregular Movement : I) เป็นความเคลื่อนไหวที่ไม่แน่นอน
ไม่สามารถคาดการณ์ได้ล่วงหน้า โดยข้อมูลในอดีตเกิดขึ้นเน่ืองมาจากสาเหตุตามปัจจัย เช่น 
ภัยธรรมชาติ สงคราม การนัดหยุดงาน การประท้วง ปฏิวัติรัฐประหาร การเลือกตั้ง เป็นต้น 
การเปลี่ยนแปลงนี้มิได้เกิดขึ้นเป็นประจ�ำ 
	 	
	

ภาพที่ 4 กราฟอนุกรมเวลาที่แสดงลักษณะของอิทธิพลเหตุการณ์ผิดปกติ
ที่มา : 	 บริษัท พีทีที โกลบอล เคมิคอล จ�ำกัด (มหาชน), 2555. 

เดือน

ค่าความเคลื่อนไหว

ระยะเจริญรุ่งเรือง ระยะผิดเคือง

ระยะขยายตัว

ระยะตกต�่ำ
X

Y

แนวโน้มในระยะยาว

กราฟแสดงวัฏจักรธุรกิจ
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	 ตวัแบบของอนุกรมเวลาทีนิ่ยมใช้กันน้ันมอียู ่2 ตวัแบบ คอื ตวัแบบผลคณู (Multiplicative 
Model) และตัวแบบผลบวก (Additive Model) กล่าวคือถ้า Y เป็นอนุกรมเวลาจะได้ว่าตัวแบบ
ผลคูณของ Y คือ Y = T X S X C X I และตัวแบบผลบวกของ Y คือ Y = T + S + C + I
สิ่งที่ส�ำคัญมากอย่างหนึ่งของการเลือกวิธีที่ใช้ในการพยากรณ์ข้อมูลอนุกรมเวลาก็คือ ความถูกต้อง
ของการพยากรณ์ ค�ำว่าความถูกต้องในที่นี้หมายถึง ค่าพยากรณ์ที่ได้ เปรียบเทียบกับค่าข้อมูลจริง
มีความใกล้เคียงกัน หรือกล่าวอีกนัยหน่ึงว่า ค่าความคลาดเคลื่อนของการพยากรณ์ (Forecast 
Error) มีค่าน้อยๆ ค่าทีใ่ช้วดัความถูกต้องของการพยากรณ์มหีลายค่าด้วยกันแต่ทีนิ่ยมใช้ก็ม ีค่าเฉลีย่
คลาดเคลื่อนก�ำลังสองเฉลี่ยของค่าพยากรณ์ (Prediction Mean Square Error : PMSE) 
ก�ำลังสองของความคลาดเคลื่อน (Mean Squared Error หรือ MSE) หรือค่าเฉลี่ยของค่าสัมบูรณ์
ของความเบี่ยงเบน (Mean Absolute Deviation หรือ MAD) ฯลฯ เนื่องจากวิธีการพยากรณ์
ทางธุรกิจมีหลากหลายวิธีด้วยกัน ดังน้ันการเลือกวิธีพยากรณ์ให้เหมาะสมกับข้อมูลที่จะพยากรณ์
ก็เป็นสิง่ทีส่�ำคญั ทัง้น้ีอาจต้องค�ำนึงถึงในเรือ่งของความถูกต้องของการพยากรณ์ ลกัษณะของข้อมลู 
ค่าใช้จ่าย ระดับความรู้ของผู้พยากรณ์ และหน่วยเวลาที่จะใช้ในการพยากรณ์
	 จากที่กล ่าวมา เป ็นการพยากรณ์ที่อาศัยข ้อมูลในอดีตมาพิจารณาว ่าลักษณะ
การเปลี่ยนแปลงของข้อมูลเม่ือเวลาเปลี่ยนไปมีลักษณะเป็นอย่างไร มีการเคลื่อนไหวมากน้อย
เพียงใด โดยมีข้อสมมติว่าการเคลื่อนไหวของข้อมูลในอนาคตจะไม่แตกต่างกับอดีต ลักษณะข้อมูล
ทีจ่ะน�ำมาวเิคราะห์ควรเป็นข้อมลูทีเ่ก็บรวบรวมมานานพอสมควร ข้อมลูต้องมคีวามสมัพนัธ์กับเวลา 
และระยะเวลาที่ใช้ในการเก็บรวบรวมข้อมูลจะต้องเท่ากัน หากข้อมูลที่เก็บรวบรวมมาได้ถูกกระทบ
กระเทือนเนื่องจากช่วงเวลาที่ไม่เท่ากันจะต้องปรับแก้ข้อมูลก่อนน�ำมาวิเคราะห์ 
	 หลักการทั้งหมดที่กล่าวมา สามารถน�ำมาประยุกต์กับการพยากรณ์ทางธุรกิจที่อยู่ภายใต้
ข้อมลูเป็นปกต ิแต่หากข้อมลูธุรกิจทีน่�ำมาใช้ในวเิคราะห์เกิดมค่ีานอกเกณฑ์ ก็จะท�ำให้การพยากรณ์
ธุรกิจเกิดความผิดพลาด ขาดความน่าเชื่อถือ

ค่านอกเกณฑ์ (Outlier)
	 ค่านอกเกณฑ์ มผีลกระทบโดยตรงต่อตวัแบบการประมาณค่าพารามเิตอร์ต่างๆ ของข้อมลู
ประชากร ท�ำให้มคีวามผิดพลาดสงู เช่น ราคาปิดหุ้น ปตท. ปี 2554 ในตลาดหลงัทรพัย์แห่งประเทศไทย

ภาพที่ 5 กราฟอนุกรมเวลาที่แสดงลักษณะของค่านอกเกณฑ์
ที่มา : 	 บริษัท พีทีที โกลบอล เคมิคอล จ�ำกัด (มหาชน), ราคาปิดหุ้น ปตท.

ค่านอกเกณฑ์

ข้อมูลต�ำแหน่งที่ 60 ถึง 64 เป็นค่านอกเกณฑ์
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	 จากภาพที่เห็นพบว่า ข้อมูลในต�ำแหน่งที่ 60 ถึง 64 เป็นค่านอกเกณฑ์ มีผลกระทบท�ำให้
ค่าเฉลี่ยราคาปิดหุ้น ปตท. ต�่ำกว่าเกณฑ์ ปกติ และค่าความแปรปรวนมีค่าสูงกว่าปกติ
	 จงรกัษ์ ศรทีพิย์ (2548, น. 3-5) ได้สรปุและจ�ำแนกค่านอกเกณฑ์ ออกเป็น 5 ประเภท คอื 
	 1) Variance Change (VC) (Tsay, 1988, pp. 1-20) คือ ค่านอกเกณฑ์ที่ส่งผลต่อการ
เปลีย่นแปลงของค่าความแปรปรวนของค่าสงัเกตในข้อมลูอนุกรมเวลา ณ เวลา T ซึง่เปลีย่นแปลงจาก      
σ2 มาเป็น (1+ ω

VC 
) σ2 โดยที่ ω

VC
 คือ ขนาด (Magnitude) ของค่านอกเกณฑ์

	 2) Level Shift (LS) (Tsay, 1988, pp. 1-20) คือ ค่านอกเกณฑ์ที่ก่อให้เกิด
ความเปลี่ยนแปลงของค่าเฉลี่ยของข้อมูลอนุกรมเวลาโดยส่งผลกระทบต่อค่าสังเกตที่ต�ำแหน่ง T 
และค่าสังเกตในล�ำดับต่อๆ ไป อันเป็นการเปลี่ยนแปลงที่ถาวร 
	 3) Temporary Change (TC) (Tsay, 1986, pp. 132-141) คือ ค่านอกเกณฑ์ที่ส่งผล
กระทบต่อค่าสังเกตที่ท�ำให้เกิดความเปลี่ยนแปลงอย่างมาก และผลกระทบน้ันส่งผลต่อค่าสังเกต
อื่นๆ คือ ส่งผลกระทบต่อค่าสังเกตที่ต�ำแหน่ง T และค่าสังเกตในล�ำดับต่อๆ ไป แต่ผลกระทบของ
ค่า Temporary Change (TC) จะไม่อยู่ถาวร แต่จะค่อยลดลงแบบ เอ็กโปแนนเชียล โดยเริ่มต้น 
ณ เวลาที่ T แล้วค่อยๆ ลดลง
	 4) Innovational Outlier (IO) (Fox, 1972, pp. 350-363) คือค่านอกเกณฑ์ที่
ส่งผลกระทบต่อข้อมลูอนุกรมเวลา ณ ต�ำแหน่งทีเ่กิดค่านอกเกณฑ์ หากยงัส่งผลกระทบต่อค่าสงัเกต
อื่นๆ ที่ตามมาอีกด้วย นั่นคือ ค่านอกเกณฑ์ประเภทนี้ จะส่งผลกระทบต่อค่าสังเกตที่ต�ำแหน่ง T, 
T+1 , ...... เมื่อ T คือต�ำแหน่งเวลาที่เกิดค่านอกเกณฑ์ 
	 5) Additive Outlier (AO) (Fox, 1972, pp. 350-363) คอื ค่านอกเกณฑ์ทีส่่งผลกระทบ
ต่อค่าสงัเกตเพยีง 1 ค่าเท่าน้ัน คอื จะส่งผลท�ำให้ระดบัของอนุกรมเวลา ณ เวลาทีเ่กิดค่านอกเกณฑ์น้ัน
เกิดความเปลีย่นแปลงอย่างมาก หลงัจากน้ันข้อมลูอนุกรมเวลาจะเข้ากลบัสูเ่หตกุารณ์ปกต ิรปูแบบของ
ค่านอกเกณฑ์ AO น้ี จะส่งผลกระทบเฉพาะค่าสงัเกตที ่T เท่าน้ัน เมือ่ T เป็นว่าทีเ่กิดค่านอกเกณฑ์ 
	 ข้อมูลทางธุรกิจหน่ึงๆ อาจจะประกอบด้วยค่านอกเกณฑ์หลายประเภทประปนกันอยู่
ในข้อมูลชุดนั้น ท�ำให้เกิดความยุ่งยากในการวิเคราะห์ Chang, Tiao and Chen (1989, pp. 
193-203) ได้กล่าวไว้ว่า ค่านอกเกณฑ์ที่มีอยู่ในข้อมูลธุรกิจส่วนใหญ่มักเป็นค่านอกเกณฑ์ประเภท 
Additive outlier (AO) และ Innovational Outlier (IO) และ Chen and Lui (1993, pp. 
13-35) ได้กล่าวว่า ค่านอกเกณฑ์ทีเ่กิดขึน้ในข้อมลูจะส่งผลกระทบท�ำให้การสรุปผลจากการวเิคราะห์
ไม่ถูกต้อง และมีอคติ (Bias) 
	 ดังนั้น จึงควรมีวิธีตรวจหาค่านอกเกณฑ์ เมื่อได้มีการตรวจพบค่านอกเกณฑ์แล้ว ควรจะ
พิจารณาหาสาเหตุของการเกิดค่านอกเกณฑ์ดังกล่าวเสียก่อน ถ้าค่านอกเกณฑ์นั้นเกิดจากความผิด
พลาดในการวัด การจดบันทึก ฯลฯ ก็ควรตัดค่านอกเกณฑ์หรือปรับแก้ไขค่านั้นก่อนการวิเคราะห์ 
การตรวจหาค่านอกเกณฑ์ในข้อมูลจึงมีความส�ำคัญเป็นอย่างมากต่อการวิเคราะห์ข้อมูล 	

วิธีการตรวจหาค่านอกเกณฑ์ ที่นิยมใช้ 
	 1) การตรวจค่านอกเกณฑ์ด้วยวิธีกราฟเป็นวิธีการตรวจสอบที่ง่ายและสะดวก แต่บาง
คร้ังการใช้วิธีกราฟ อาจให้ผลสรุปที่ไม่แน่นอน ทั้งน้ีขึ้นอยู่กับองค์ประกอบหลายประการรวมทั้ง
ความเชี่ยวชาญและประสบการณ์ของผู้วิเคราะห์ การตรวจสอบด้วยวิธีกราฟมีหลายวิธี วิธีที่ง่าย
และนิยมที่สุดคือ บ๊อกพลอต (Box Plot หรือ Box and Whisker Plot) 

a a

	 ตวัแบบของอนุกรมเวลาทีนิ่ยมใช้กันน้ันมอียู ่2 ตวัแบบ คอื ตวัแบบผลคณู (Multiplicative 
Model) และตัวแบบผลบวก (Additive Model) กล่าวคือถ้า Y เป็นอนุกรมเวลาจะได้ว่าตัวแบบ
ผลคูณของ Y คือ Y = T X S X C X I และตัวแบบผลบวกของ Y คือ Y = T + S + C + I
สิ่งที่ส�ำคัญมากอย่างหนึ่งของการเลือกวิธีที่ใช้ในการพยากรณ์ข้อมูลอนุกรมเวลาก็คือ ความถูกต้อง
ของการพยากรณ์ ค�ำว่าความถูกต้องในที่นี้หมายถึง ค่าพยากรณ์ที่ได้ เปรียบเทียบกับค่าข้อมูลจริง
มีความใกล้เคียงกัน หรือกล่าวอีกนัยหน่ึงว่า ค่าความคลาดเคลื่อนของการพยากรณ์ (Forecast 
Error) มค่ีาน้อยๆ ค่าทีใ่ช้วดัความถูกต้องของการพยากรณ์มหีลายค่าด้วยกันแต่ทีนิ่ยมใช้ก็มี ค่าเฉลีย่
คลาดเคลื่อนก�ำลังสองเฉลี่ยของค่าพยากรณ์ (Prediction Mean Square Error : PMSE) 
ก�ำลังสองของความคลาดเคลื่อน (Mean Squared Error หรือ MSE) หรือค่าเฉลี่ยของค่าสัมบูรณ์
ของความเบี่ยงเบน (Mean Absolute Deviation หรือ MAD) ฯลฯ เนื่องจากวิธีการพยากรณ์
ทางธุรกิจมีหลากหลายวิธีด้วยกัน ดังน้ันการเลือกวิธีพยากรณ์ให้เหมาะสมกับข้อมูลที่จะพยากรณ์
ก็เป็นสิง่ทีส่�ำคญั ทัง้น้ีอาจต้องค�ำนึงถึงในเรือ่งของความถูกต้องของการพยากรณ์ ลกัษณะของข้อมูล 
ค่าใช้จ่าย ระดับความรู้ของผู้พยากรณ์ และหน่วยเวลาที่จะใช้ในการพยากรณ์
	 จากที่กล ่าวมา เป ็นการพยากรณ์ที่อาศัยข ้อมูลในอดีตมาพิจารณาว ่าลักษณะ
การเปลี่ยนแปลงของข้อมูลเมื่อเวลาเปลี่ยนไปมีลักษณะเป็นอย่างไร มีการเคลื่อนไหวมากน้อย
เพียงใด โดยมีข้อสมมติว่าการเคลื่อนไหวของข้อมูลในอนาคตจะไม่แตกต่างกับอดีต ลักษณะข้อมูล
ทีจ่ะน�ำมาวเิคราะห์ควรเป็นข้อมลูทีเ่ก็บรวบรวมมานานพอสมควร ข้อมลูต้องมคีวามสมัพนัธ์กับเวลา 
และระยะเวลาที่ใช้ในการเก็บรวบรวมข้อมูลจะต้องเท่ากัน หากข้อมูลที่เก็บรวบรวมมาได้ถูกกระทบ
กระเทือนเนื่องจากช่วงเวลาที่ไม่เท่ากันจะต้องปรับแก้ข้อมูลก่อนน�ำมาวิเคราะห์ 
	 หลักการทั้งหมดที่กล่าวมา สามารถน�ำมาประยุกต์กับการพยากรณ์ทางธุรกิจที่อยู่ภายใต้
ข้อมลูเป็นปกต ิแต่หากข้อมลูธุรกิจทีน่�ำมาใช้ในวเิคราะห์เกิดมค่ีานอกเกณฑ์ ก็จะท�ำให้การพยากรณ์
ธุรกิจเกิดความผิดพลาด ขาดความน่าเชื่อถือ

ค่านอกเกณฑ์ (Outlier)
	 ค่านอกเกณฑ์ มผีลกระทบโดยตรงต่อตวัแบบการประมาณค่าพารามเิตอร์ต่างๆ ของข้อมูล
ประชากร ท�ำให้มคีวามผิดพลาดสงู เช่น ราคาปิดหุ้น ปตท. ปี 2554 ในตลาดหลงัทรพัย์แห่งประเทศไทย

ภาพที่ 5 กราฟอนุกรมเวลาที่แสดงลักษณะของค่านอกเกณฑ์
ที่มา : 	 บริษัท พีทีที โกลบอล เคมิคอล จ�ำกัด (มหาชน), ราคาปิดหุ้น ปตท.
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	 2) การตรวจสอบค่านอกเกณฑ์ด้วยการทดสอบทางสถิติ มีการศึกษาและพัฒนาตัวสถิติ
ส�ำหรับการตรวจหาค่านอกเกณฑ์ในหลากหลายสถานการณ์ อาทิ 
		  ก) วธีิการตรวจสอบค่านอกเกณฑ์ด้วยค่าเฉลีย่ (Mean) คอื ค�ำนวณค่าเฉลีย่ของข้อมลู
ทั้งหมด น�ำค่าเฉลี่ยที่ได้นั้นไปหักออกจากค่าของข้อมูลชุดนั้น จะได้ข้อมูลชุดใหม่ น�ำข้อมูลชุดใหม่
และชุดเดิมมาหาผลต่างก็จะพบค่านอกเกณฑ์ที่เกิดขึ้น
		  ข) กระบวนการท�ำซ�้ำ (Iterative Procedure) จงรักษ์ ศรีทิพย์ (2548, น. 20-32) 
ได้กล่าวไว้ว่า วธีิน้ีเหมาะสมกับการตรวจหาค่านอกเกณฑ์ประเภท AO และ IO มหีลกัการคอืค่อยๆ 
ก�ำจัดอิทธิพลของค่านอกเกณฑ์ที่ตรวจพบในการท�ำซ�้ำแต่ละรอบ ที่ ส่งผลกระทบต่อค่าประมาณค่า
พารามิเตอร์ของตัวแบบให้ลดลงเรื่อยๆ จนกว่าจะไม่สามารถลดอิทธิพลลงต่อไปได้อีกวิธีการนี้แบ่ง
ออกได้เป็น 2 ขั้นตอน คือ 
	 1) ขั้นตรวจหาต�ำแหน่งและประเภทของค่านอกเกณฑ์ (Outlier-Detection) ซึ่งประกอบ
ด้วยขั้นตอนย่อย 3 ขั้นตอน คือ 
	 1.1) การประมาณค่านอกเกณฑ์ w คือ ขนาดของค่านอกเกณฑ์ที่ส่งผลกระทบต่อค่า
สังเกตในข้อมูลอนุกรมเวลา การประมาณ w สามารถใช้วิธีก�ำลังสองน้อยที่สุด (OLS) ประมาณได้ 
ตัวแบบของค่านอกเกณฑ์ประเภท AO สามารถเขียนได้เป็น                    เมื่อ 

ให้        เป็นตัวประมาณค่าแบบก�ำลังสองน้อยที่สุดของ ω ของตัวแบบค่านอกเกณฑ์ประเภท 

AO ณ เวลา T และมี a
t
 เป็น White-Noise ดังนั้นจะได้ 

โดยที่ η2 =    				     และ π(F) คือ Forward Shift Operator 

นั่นคือ 		      ซึ่งมีความแปรปรวนเป็น 			     ท�ำนองเดียวกัน

	 เป็นตัวประมาณค่าแบบก�ำลังสองน้อยที่สุดของ ω ในตัวแบบค่านอกเกณฑ์ประเภท IO 
ณ เวลา T มีดังนี้ 		  และความแปรปรวนของ 		  คือ 
			     จะพบว่า 
	 1.2) ตวัสถิตสิ�ำหรบัการตรวจสอบค่านอกเกณฑ์ เป็นขัน้ตอนการทดสอบสมมตฐิานของการ
ตรวจสอบค่านอกเกณฑ์ ให้ H

o
 : อนุกรมเวลา Y

t
 ไม่มีค่านอกเกณฑ์ หรือ ω = 0 , H

1
 : อนุกรม

เวลา Y
t
 มค่ีานอกเกณฑ์ประเภท AO หรอื ω

AO 
 0 , H

2
 : อนุกรมเวลา Y

t
 มค่ีานอกเกณฑ์ประเภท 

IO หรือ ω
IO
  0 ตัวสถิติที่ใช้ทดสอบสมมติฐานนี้เป็น Likelihood Ratio (Fox, 1972, pp. 

350- 363) ปกติแล้วจะไม่ทราบต�ำแหน่งของค่านอกเกณฑ์ จึงจ�ำเป็นต้องค�ำนวณ 

และ 	    (เรียกว่าค่าตัวสถิติทดสอบสมมติฐาน) ส�ำหรับ t = 1, 2, ..., n จะได้ตัวสถิติ 

=/

=/
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			     และ 				   และก�ำหนดให้ 
			       
			     

	 ต่อมา Chang and Tiao (1983) ได้ท�ำการพัฒนาวิธีการของ Fox (1972) ให้มีรูปแบบ

ที่เหมาะสมมากขึ้น โดยน�ำค่าตัวสถิติ 	 และ 	     มาเปรียบเทียบกับค่าวิกฤติ C โดยที่ 
C = 3.0 ใช้ส�ำหรับต้องการให้มีความไวสูง (high sensitivity) C = 3.5 ใช้ส�ำหรับต้องการให้มี
ความไวปานกลางและ C=4.0 ใช้ส�ำปรบัต้องการให้มคีวามไวต�ำ่ต่อการ ตรวจสอบค่านอกเกณฑ์ น่ัน
คือ 
	 ถ้า 			   แสดงว่ามีค่านอกเกณฑ์ประเภท AO เกิดขึ้น ณ เวลา t=TA

	 ถ้า 			   แสดงว่ามีค่านอกเกณฑ์ประเภท IO เกิดขึ้น ณ เวลา t=TI
		
	 1.3) การปรบัแก้ค่าสงัเกตทีถู่กระบวุ่าเป็นค่านอกเกณฑ์ เมือ่มกีารตรวจพบค่านอกเกณฑ์แล้ว 
จะต้องท�ำการปรบัแก้ค่าสงัเกตน้ันๆ เพือ่ก�ำจัดผลกระทบทีจ่ะเกิดขึน้ กรณทีีค่่านอกเกณฑ์เป็นประเภท 
AO จะท�ำการปรับแก้ด้วยแทน Y

t
 ด้วย 

			   และท�ำการปรับแก้ค่าความคลาดเคลือ่น ณ ต�ำแหน่ง t ³ T ด้วยตวัสถิติ 

	  		  กรณค่ีานอกเกณฑ์เป็นประเภท IO จะท�ำการปรบัแก้ด้วยแทน Yt ด้วย น่ันคอื 

			   และท�ำการปรับแก้ค่าความคลาดเคลือ่น ณ ต�ำแหน่ง t = T ด้วยตวัสถิติ
 

	 มีนักสถิติหลายท่านที่ใช้วิธีการตรวจหาค่านอกเกณฑ์ด้วยกระบวนการท�ำซ�้ำ อาทิ Chang 
and Tiao (1983), Tsay (1986), Chang, Tiao and Chen (1988), Chan and Liu (1993) 
และ Choy (2001) เป็นต้น นอกจากการทดสอบสมมติฐานด้วยวิธีของ Fox (1972) ดังที่กล่าว
แล้ว นิภาพร ปัญญายงค์ (2541, น. 10-16) ได้กล่าวไว้ว่า ยังสามารถท�ำการทดสอบสมมติฐานค่า
นอกเกณฑ์ด้วยตัวสถิติ Standardized Residual, Studentized Deleted Residual, Externally 
Studentized Residual, Externally Studentized Residual และค่า Maximum Normed 
Residual 
	 2) ขัน้ประมาณค่าพารามเิตอร์ (Parameter Estimation) ขัน้ตอนน้ีจะแบ่งเป็น 2 ขัน้ตอนย่อย คอื 
	 2.1) การก�ำหนดตัวแบบ (Mode: Identification) คือ การก�ำหนดตัวแบบให้กับข้อมูล
อนุกรมเวลาก่อน สามารถท�ำได้โดยการวิเคราะห์ลักษณะข้อมูลในอดีต พิจารณาจากกราฟข้อมูล 
(Data Plot) หาฟังก์ชนัสหสมัพนัธ์ในตวัเอง (Autocorrelation Function: ACF) ฟังก์ชนัสหสมัพนัธ์
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ในตวัเองบางส่วน (Partial Autocorrelation Function: PACF) หรอื ฟังก์ชนัขยายของสหสมัพนัธ์
ในตัวเอง (Extended Autocorrelation Function: EACF) ของค่าสังเกตเทียบกับลักษณะทาง
ทฤษฎีของตัวแบบ 
	 2.2)	การประมาณค่าพารามเิตอร์ของตวัแบบอนุกรมเวลาและผลกระทบของค่านอกเกณฑ์ 
คือ การประมาณค่าพารามิเตอร์ของตัวแบบน้ัน วิธีการที่นิยมใช้ในการประมาณค่าพารามิเตอร์
มี 2 วิธี คือ 
	 1)	 วิธีตัวประมาณแบบภาวะน่าจะเป็นสูงสุด (Maximum Likelihood Estimation 
Method: MLE) เป็นวิธีที่มีประสิทธิภาพสูง และวิธีก�ำลังสองน้อยที่สุด (OLS) (Ansley, อ้างถึงใน 
Vandaele 1983, p.115) และตามแนวคิดของ Chang, Tiao and Chen (1988) ต่อมา Chen 
and Liu (1993) ได้พัฒนาวิธีการประมาณค่าพารามิเตอร์ร่วมกับการประมาณค่าผลกระทบของ
ค่านอกเกณฑ์ 
	 2)	 ใช้กระบวนท�ำซ�ำ้เพือ่ตรวจหาค่านอก เกณฑ์และปรับแก้ไขตวัประมาณค่าพารามเิตอร์ 
โดยใช้ตัวประมาณภาวะน่าจะเป็นสูงสุด เป็นกระบวนการที่นิยมใช้มาถึงปัจจุบัน 
	 ค)	 กระบวนการตรวจสอบแบบตัดออก (Deletion Diagnostics) จงรักษ์ ศรีทิพย์ 
(2548, น. 20-32) ได้กล่าวไว้ว่า วิธีนี้เหมาะสมกับการตรวจหาค่านอกเกณฑ์ประเภท AO และ IO
เช่นกัน โดยมีหลกัการ คอื ตดัค่านอกเกณฑ์ออกจากชดุข้อมลู โดยถือว่าค่าสงัเกตทีถู่กตดัออกไปน้ันเป็น
ค่าสญูหาย (Missing Observation) แล้วท�ำการประมาณค่าสญูหายและหาค่าประมาณพารามเิตอร์
โดยใช้ข้อมูลชุดใหม่ ซึ่งได้จากการประมาณค่าสูญหายนี้ เพื่อวัดความเปลี่ยนแปลงของค่าประมาณ
พารามิเตอร์ที่ได้ เทียบกับค่าประมาณพารามิเตอร์ที่ใช้ข้อมูลชุดเดิม ถ้าพบว่าค่าสังเกตที่ถูกตัด
ออกจากชุดข้อมูลนั้นส่งผลท�ำให้ค่าประมาณพารามิเตอร์เปลี่ยนแปลงมาก แสดงว่าค่าสังเกตที่เป็น
ค่าสญูหายน้ีเป็นค่านอกเกณฑ์ Bruce and Martin (1989, pp. 363-424) ได้กล่าวว่า วธีิการตรวจ
สอบแบบตัดออก k ค่า มีตัวสถิติทดสอบ 2 ตัว คือ DC (Diagnostics for Coefficients) และ 
DV (Diagnostics for the Innovational Variance) โดยถือว่าค่านอกเกณฑ์เป็นค่าสญูหายตวัหน่ึง
น่ันเอง วธีิการประมาณค่าสญูหายของอนุกรมเวลามหีลายวธีิ อาท ิเช่น การประมาณค่าสญูหายโดย
ใช้ค่าเฉลี่ยของข้อมูล (Series Mean) การประมาณค่าสูญหายโดยใช้ค่ามัธยฐานของค่าสังเกตที่อยู่
ใกล้เคียง (Median of near by points) และวิธีการของ Jones (1980, pp. 389-395) เป็นต้น 
	 ง)	 การตรวจสอบค่านอกเกณฑ์โดยใช้วิธี Grubbs’ test จันทรัตน์ วรสรรพวิทย์ (2554, 
น. 1-5) ได้ศึกษาเกี่ยวกับการทดสอบค่านอกเกณฑ์โดยใช้วิธี Grubbs’ test เป็นการตรวจสอบ
ค่านอกเกณฑ์ โดยการหาอัตราส่วนค่าความแตกต่างระหว่างค่าที่สงสัยกับค่าเฉลี่ยของตัวอย่างกับ
ค่าส่วนเบีย่งเบนมาตรฐานทีย่งัไม่ตดัค่าทีส่งสยัออก น�ำค่าทีไ่ด้ไปเทยีบกับค่าวกิฤตทีก่�ำหนดในตาราง
สถิตขิอง Grubb วธีิน้ีสามารถน�ำมาใช้ทดสอบค่าทีส่งสยัได้ครัง้ละ 1 ข้อมลู หรือ 2 ข้อมลู มหีลกัการ
	 1) สงสัยมีค่านอกเกณฑ์ 1 ค่า มีขั้นตอนดังนี้
- เรียงข้อมูลจากน้อยไปหามาก	
- ตั้งสมมติฐานของการทดสอบ
	 H

0
 : ค่าที่สงสัย 1 ค่า (ค่าน้อยที่สุด หรือค่ามากที่สุด) ไม่แตกต่างจากค่าอื่น

	 H
1
 : ค่าที่สงสัย 1 ค่า (ค่าน้อยที่สุด หรือค่ามากที่สุด) แตกต่างจากค่าอื่น

- ก�ำหนดระดับนัยส�ำคัญ (α) ก�ำหนด α = 0.01 ส�ำหรับการทดสอบ ค่านอกเกณฑ์ และ ก�ำหนด 
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α = 0.05 ส�ำหรับการทดสอบ Straggle ซึ่งเป็นเกณฑ์การเตือนก่อนข้อมูลเป็นค่านอกเกณฑ์
- ค�ำนวณค่าเฉลี่ย (x) และค่าส่วนเบี่ยงเบนมาตรฐาน (S) เมื่อ n คือ จ�ำนวนข้อมูลที่ศึกษา 
- ค�ำนวณค่าสถิติทดสอบ (Gexp) จาก
	 กรณีทดสอบข้อมูลที่มีค่าน้อยที่สุด 

	 กรณีทดสอบข้อมูลที่มีค่ามากที่สุด 

	 - ก�ำหนดค่าวิกฤต (Gcrit) จากตาราง Grubbs’test two-tailed ในตารางที่ 1 พิจารณา
ค่าวิกฤตในช่อง one largest or one smallest ที่ upper 1% ส�ำหรับ α = 0.01 และ upper 
5% ส�ำหรับ α = 0.05 
	 - สรุปผล ถ้าค่าสถิติจากการค�ำนวณ (Gexp) มากกว่าค่าวิกฤต (Gcrit) แสดงว่าค่าที่
สงสัยนั่น เป็นค่านอกเกณฑ์
	 2) กรณีค่าที่สงสัยมี 2 ค่า มีขั้นตอนดังนี้
	 - เรียงข้อมูลจากน้อยไปหามาก - ตั้งสมมติฐานของการทดสอบ
	 H

0
 : ค่าที่สงสัย 2 ค่า (ค่ามากที่ติดกันหรือค่าน้อยที่ติดกัน) ไม่แตกต่างจากค่าอื่น

	 H
1
 : ค่าที่สงสัย 2 ค่า (ค่ามากที่ติดกันหรือค่าน้อยที่ติดกัน) แตกต่างจากค่าอื่น

	 - ก�ำหนดระดับนัยส�ำคัญ α = 0.01 ส�ำหรับการทดสอบค่านอกเกณฑ์ และ α = 0.05 
ส�ำหรับการทดสอบ Straggle
	 - ค�ำนวณค่าสถิติทดสอบ 
	 จากกรณีทดสอบค่าที่สงสัยมีค่ามาก สูตร 		     โดยที่ 		
	
และ 			      และ 
	
	 กรณีทดสอบค่าที่สงสัยมีค่าน้อย สูตร 		  โดยที่ 			 
	
และ 
	
	 - ก�ำหนดค่าวิกฤต (Gcrit) จากตาราง Grubbs’test two-tailed ในตารางที่ 1 พิจารณา
ค่าวิกฤตในช่อง two largest or two smallest ที่ lower 1% ส�ำหรับ α = 0.01 และ lower 
5% ส�ำหรับ α = 0.05
	 - สรุปผล ถ้าค่าสถิติจากการค�ำนวณ (Gexp) น้อยกว่าค่าวิกฤต (Gcrit) แสดงว่าค่าที่
สงสัยเป็นค่านอกเกณฑ์ (outlier)

¯
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ตารางที่ 1 แสดงค่าวิกฤตของการทดสอบ Grubb (Grubbs’ test two-tailed)

P

One largest or One smallest Two largest or One smallest

Upper 1% Upper 1% Lower 1% Lower 5%

7 2.139 2.020 0.0308 0.0708
8 2.274 2.126 0.0563 0.1101
9 2.387 2.215 0.0851 0.1492

	 n คือ จ�ำนวนข้อมูล

วิธีการพยากรณ์ข้อมูลธุรกิจเมื่อมีค่านอกเกณฑ์
	 วธีิการพยากรณ์ข้อมลูทางธุรกิจเมือ่พบค่านอกเกณฑ์ปะปนอยู ่มด้ีวยกันหลายวธีิ อาท ิเช่น 
วิธีก�ำลังสองน้อยที่สุด (Ordinary Least Square Estimation Method) วิธีตัวประมาณภาวะน่า
จะเป็นเมื่อปรับปรุงข้อมูล (Maximum Likeli- hood Estimation Method with Iterative for 
Adjusted Series) วธีิก�ำลงัสองน้อยทีส่ดุเมือ่ปรบัปรงุข้อมลู (Ordinary Least Square Estimation 
Method with Iterative for Adjusted Series) วธีิก�ำลงัสองน้อยสดุแบบมเีง่ือนไข (Condi-tional 
Least Squares Method : CLS) วิธีประมาณร่วมพารามิเตอร์ตัวแบบและผลกระทบของข้อมูลผิด
ปกติ (Joint Estimation of Model Parameters and Outliers Effect Method : JEMPOE) 
วิธีก�ำลังสองน้อยสุดแบบถ่วงน�้ำหนักด้วยบูทสแทร็พ (Bootstrap Weighted Least Squares 
Method : BWLS) อีกทั้ง
	 วราฤทธ์ิ พานิชกิจโกศลกุล และคณะ (2552, น. 54-66) ได้ศกึษาเก่ียววธีิการพยากรณ์ทาง
ธุรกิจเมื่อมีค่านอกเกณฑ์ไว้หลายวิธี คือ วิธีการพยากรณ์โดยใช้วิธีก�ำลังสองน้อยที่สุดแบบค่าเฉลี่ย
เวียนเกิด (Recursive Mean Ordinary Least Squares Method : RM) วิธีการพยากรณ์โดย
ใช้วิธีก�ำลังสองน้อยที่สุดแบบมัธยฐานเวียนเกิด (Recursive Median Ordinary Least Squares 
Method : RMD) และวิธกีารพยากรณ์โดยใช้วิธกี�ำลังสองน้อยที่สุดแบบมัธยฐานเวียนเกดิปรับปรุง 
(Improved Recursive Median Ordinary Least Squares Method : IRMD) พบว่า วิธี RM 
และวิธี IRMD ให้ค่าคลาดเคลื่อนก�ำลังสองเฉลี่ยของค่าพยากรณ์ (Predict Mean Square Error 
: PMSE) ต�่ำที่สุด แสดงว่าให้ค่าพยากรณ์ที่แม่นย�ำกว่า วิธี RMD และวิธี RM เป็นต้น ซึ่งแต่ละ
วิธีของการวิเคราะห์นั้นแตกต่างกันออกไป 

สรุป
	 Hawkins (1980) ได้กล่าวว่า ค่านอกเกณฑ์ เป็นค่าสังเกตที่เบี่ยงเบนไปจากค่าสังเกตอื่น
มาก จนท�ำให้สงสัยว่าค่าสังเกตนั้นได้มาจากวิธีอื่น ต่อมา Beckman and Cook (1983, p. 121) 
ได้ให้นิยามและก�ำหนดลกัษณะของค่านอกเกณฑ์ไว้ 2 ลกัษณะ คอื 1) ค่าสงัเกตทีม่ค่ีาสงูหรอืต�ำ่มาก 
หรือเป็นค่าทีเ่บ่ียงเบนไปจากค่าสงัเกตส่วนใหญ่ เรยีกค่านอกเกณฑ์น้ีว่า Discordant Observations
2) ค่าสังเกตที่มีลักษณะการแจกแจงแตกต่างจากลักษณะการแจกแจงของประชากรที่สนใจศึกษา 
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เรียกค่านอกเกณฑ์น้ีว่า Contaminate Observations กรณีที่ค่านอกเกณฑ์เป็นค่าสังเกตที่มี
ความน่าสนใจในตัวเอง ถ้าตัดค่าสังเกตส่วนน้ีออกก่อนที่จะท�ำการวิเคราะห์ข้อมูล อาจท�ำให้ขาด
สารสนเทศบางอย่างไป แต่ถ้ากรณีที่ค่านอกเกณฑ์เกิดขึ้นเน่ืองจากความคลาดเคลื่อนในการวัด 
หรือเกิดจากการปฏิบัติการที่มีความคลาดเคลื่อน หรือหน่วยตัวอย่างที่เก็บรวบรวมได้ไม่ใช่หน่วย
ตัวอย่างในประชากรเป้าหมาย ก็สามารถตัดค่าสังเกตที่มีความผิดปกติออกไปได้ เพื่อให้ผลที่ได้
จากการวิเคราะห์มีความเชื่อถือได้ การตรวจสอบค่านอกเกณฑ์จึงถือเป็นเร่ืองส�ำคัญที่ควรกระท�ำ
ก่อนที่จะลงมือวิเคราะห์ข้อมูล ซึ่งจะท�ำให้ผู้วิเคราะห์ข้อมูลเห็นลักษณะโครงสร้างข้อมูลและหาวิธี
การแก้ปัญหาด้วยการเลือกวิธีที่ได้กล่าวไว้แล้วในตอนต้นอย่างใดอย่างหนึ่งที่เหมาะสม 
	 ค่านอกเกณฑ์ที่มีค่าผิดปกติมากซึ่งอาจเรียกค่านอกเกณฑ์ลักษณะน้ีเรียกว่าค่าสุดขีด
(Extreme Value) สามารถสังเกตและหาแนวทางการตรวจสอบได้ง่าย แต่ค่านอกเกณฑ์ที่มีค่าผิด
ปกติเล็กน้อย (Mild Value) ควรตรวจสอบด้วยวิธีการทางสถิติที่เหมาะสม เช่น การตรวจสอบค่า
นอกเกณฑ์ด้วยวิธีกราฟ หรือการทดสอบสมมติฐาน เป็นต้น 

อภิปราย 
	 วิธีการตรวจหาค่านอกเกณฑ์ด้วยกระบวนการท�ำซ�้ำ เป็นวิธีการที่ได้รับการพัฒนาจากนัก
วิจัยหลายท่านอย่าง ต่อเนื่อง อาทิ Fox (1972) เป็นผู้ริเริ่มพัฒนาการทดสอบ Likelihood Ratio 
Test ใช้ในการตรวจสอบค่านอกเกณฑ์ในข้อมลูอนุกรมเวลาภายใต้ตวัแบบ AR(p) (Autoregressive 
Model : AR(p)) ต่อมา Chang and Tiao (1983) ได้พัฒนากระบวนการตรวจสอบโดยใช้
Likelihood Ratio Test ของ Fox ภายใต้ตวัแบบ ARMA (p,q) (Auto Regressive–moving-average 
Model : ARMA (p,q)) ต่อมา Tsay (1986) พบว่า ค่านอกเกณฑ์ที่ตรวจพบตามแนวทางของ 
Chang and Tiao มีผลกระทบต่อตัวสถิติที่ใช้ในการก�ำหนดตัวแบบ เช่น ฟังก์ชันสหสัมพันธ์
ในตัวเอง (Autocorrelation Function : ACF) ฟังก์ชันสหสัมพันธ์ในตัวเองบางส่วน (Partial 
Autocorrelation Function : PACF) จึงได้ใช้ฟังก์ชันขยายของสหสัมพันธ์ในตัวเอง (Extended 
Autocorrelation Function : EACF) ในการก�ำหนดตัวแบบ ARMA (p,q) และประมาณ
ค่าพารามิเตอร์ด้วยวิธี OLS ต่อจากนั้น Chang, Tiao and Chen (1988) ได้ร่วมกันพัฒนา
สร้างค่าวิกฤติส�ำหรับตรวจ สอบค่านอกเกณฑ์ แต่ยังด้อยประสิทธิภาพ Chen and Liu (1993) 
ได้น�ำแนวทางของ Chang, Tiao and Chen (1988) มาพัฒนาเพิ่มขึ้น ได้ใช้ตัวประมาณภาวะน่า
จะเป็นสูงสุด (Maximum Likelihood Ratio Test : MLE) ร่วมกับการประมาณค่าผลกระทบ
ของค่านอกเกณฑ์ภายใต้ตัวแบบ ARIMA (p,d,q) และใช้เกณฑ์ RMSE (Root Mean Square 
Error: RMSE) มาพิจารณาความถูกต้องของตัวประมาณพารามิเตอร์ที่ปรับแก้ไขค่านอกเกณฑ์แล้ว 
ต่อมา Choy (2001) ได้ปรับปรุงกระบวนการท�ำซ�้ำ โดยใช้วิธีการประมาณค่าแบบ Whittle-Type 
มาประมาณค่าพารามิเตอร์แทนวิธี MLE หรือ OLS เรียกวิธีใหม่นี้ว่า Spectrum-Based Outlier 
Detection Algorithm (SODA) ใช้ได้ดีส�ำหรับตัวอย่างขนาดใหญ่ วิธีการตรวจสอบค่านอกเกณฑ์
โดยใช้กระบวนการท�ำซ�้ำ สามารถตรวจหาค่านอกเกณฑ์ได้ ทั้งประเภท AO และ IO แต่มีบางกรณี
ข้อมูลอาจจะมีค่านอกเกณฑ์มากกว่า 1 ค่า และค่านอกเกณฑ์เหล่านี้อยู่ติดกัน (วิธีการนี้อาจตรวจ
ไม่พบ) วิธีการตรวจสอบแบบตัดออกสามารถตรวจพบค่านอกเกณฑ์ในกรณีดังกล่าวได้ดีกว่า แต่วิธี
การตรวจสอบแบบตดัออกไม่ได้ค�ำนึงถึงประเภทของค่านอกเกณฑ์และมขีัน้ตอนค่อนข้างยุง่ยากและ
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ใช้เวลาในการค�ำนวณมาก ประสิทธิภาพของวิธีน้ียังขึ้นอยู่กับการประมาณค่าสูญหายว่าได้ค่าใกล้
เคียงกับค่าที่แท้จริงเพียงใดด้วย ส�ำหรับวิธี Grubbs’ test เป็นวิธีที่ไม่ยุ่งยากใช้เวลาน้อยเหมาะ
สมกับการใช้ในห้องปฏิบัติการเกี่ยวกับการควบคุมคุณ ภาพมากกว่า

ข้อเสนอแนะ
	 ส�ำหรับในบทความวชิาการน้ี ได้น�ำเสนอวธีิการตรวจหาและปรบัแก้ไขค่านอกเกณฑ์ ตลอด
จนกระบวนการสร้างตัวแบบเพื่อการพยากรณ์ที่เหมาะสมแล้วนัน้ ยงัมีวิธีการตรวจหาคา่นอกเกณฑ์
ในข้อมูลธุรกิจทีเ่ก็บรวบรวมข้อมลูตามช่วงระยะเวลาทีน่่าสนใจ อาท ิFranses and Ghijsel (1999, 
pp. 1-9) ได้พัฒนาวิธีการตรวจหา AO และ IO โดยใช้ตัวแบบ GARCH และ Charles and 
Darne (2005, pp. 347-352) ได้ขยายแนวคิดและปรับปรุงวิธีของ Franses and Ghijsel (1999) 
ให้มีความทันสมัยจนถึงปัจจุบัน 
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