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Abstract

This academic paper discusses the appropriate business data management
and forecasting when outliers existing. Business data management is administrative
process by which the required data are acquired, validated, stored, protected, and
analyzed, and by which its accessibility, reliability, and timeliness are ensured to
satisfy the needs of the data users. Outlier data greatly diverges from the rest of
other data. The current parameter estimate method cannot represent the population
and explain the quality of the mixed up outliers pupation completely. The outliers
have the biggest effect on the mean and variance. Outliers in time series or business
data may have a moderate to significant impact on the effectiveness of the standard
methodology for time series and business data analysis in the aspect of model
identification, estimation, and forecasting. That creates error and unreliability. The
methods in correcting and detecting outliers in business data are Graph Method,
Iterative Procedure, Deletion Diagnostics and Grubbs’ test. Forecasting time series
data with outliers is through Ordinary Least Square Estimation Method, Maximum
Likelihood Estimation Method with Iterative for Adjusted Series, Ordinary Least
Square Estimation Method with Iterative for Adjusted Series, Conditional Least
Squares Method, Joint Estimation of Model Parameters and Outliers Effect Method,
Bootstrap Weighted Least Squares Method, Recursive Mean Ordinary Least Squares
Method, Recursive Median Ordinary Least Squares Method and Improved Recursive
Median Ordinary Least Squares Method. Outliers regularly found in the business
and time series data are Additive outlier (AO) and Innovational outlier (I0).
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1.3) mauuwdraanafignazyidusueninast Welinsassanumusninasiu
azfpwhmsdsuudmdanatug Wemdnanansznuiiazifindy nsdifirusnnasidudssan
AO agvhnsuSuuimauny Y g Y,

¢ WAZYNMIUSULARANNARIAPEDY B FIWALN © 8 T SuFiann

S Y, t=T
Y, o it =T

~ et t<T ¢ @ vy % L
&= {e it~ =T NIUMUBNINAATLLSEIAN 10 AsyNMIUILRNMIBWNY Yt Ny WuAD
t AOTTU-T 1=

| = wazynMSUSLUARANNANALREBY B FUNLS t = T fufiadn

~ { Y, :t<T

- € =T
€ = _
{et_u)IO,T it=T
finadananevuildIsmInsamausnnaeEisenszuIumsgh anfi Chang
and Tiao (1983), Tsay (1986), Chang, Tiao and Chen (1988), Chan and Liu (1993)
waz Choy (2001) udiu wananMInaaaUaNNAg U835 U89 Fox (1972) Fafinany
wda Gnns Jggnesd (2641, u. 10-16) ldnanaliin Senunsnrinmanaseuauufigiue
UpNINiILAIans Standardized Residual, Studentized Deleted Residual, Externally
Studentized Residual, Externally Studentized Residual Warfinl Maximum Normed
Residual

& & 3

2) Fusnammmdees (Parameter Estimation) TUaauHaziagii 2 Fupaugey fe
2.1) mMafwuadkUL (Mode: Identification) Aa nafwuasuuuldiudoys
aynsunaieu sansarildlasmadensidnsazdeyaluaiin fansanannawdayas
(Data Plot) vilsituanduiuslusiies (Autocorrelation Function: ACF) Werituanaunus
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Tusresunsay (Partial Autocorrelation Function: PACE) w3a fsATuasnsvaanduius

lusaee (Extended Autocorrelation Function: EACF) vaefdannifisuiudnuaems
NI VBRI

2.2) MIYITIUANITTLADTVDIRILULBYATUNALAZHANTZNLYBSFNUBN NGNS

8 matsznanniwesesdiuuuiy 8nsitualdlunnsUssinadimnanfives

1) ’i%ﬁ’mszmmLmumazmauf}u@m@ (Maximum Likelihood Estimation
Method: MLE) {4/387fisz@nBamngs wazisiasanadosfign (OLS) (Ansley, snafialu
Vandaele 1983, p.115) LasdULkuIAAYDY Chang, Tiao and Chen (1988) ¢ipuN Chen
and Liu (1993) l#ReuIEA1TUT2anaannsimassauiunIsUssanaiANanIsnuues
AUBALNMIA

2)  lnszvwidhifiensameiuen inainazUsuudladysznasmmniives
Tneldiuszanannizinaziiugegn Wunszusumsiituuldundsdagiu

A)  NITUIUNMIATIREDUBUUAREDN (Deletion Diagnostics) av3n® @3fing
(2548, . 20-32) lenanlidn FBilmnzaudunsnsamausninamivszian AO uas 10
iy Tnsiindnns Ae darusninasisenanaadeya Tasfiohedanafigasneenllduiy
Agaune (Missing Observation) kaavinMIUsTINUmgUmskasmAYIzsnamNEmes
Tnglddayaalmi Faldanmatszinamgymei Wetannuasuuaswesiyszana
Wdwesiile Weutuadszanamaniwesilddayagady  dnuinddanafignsn
sananngadayatudmarnlienyszinammfinesiasuulasnn waasidanaiiiy
ngayeilifudnusninasi Bruce and Martin (1989, pp. 363-424) lenanin 38minsa
SAULUUARDDN k A1 HAaifna&asy 2 A3 A DC (Diagnostics for Coefficients) ua
DV (Diagnostics for the Innovational Variance) lng/@ininFnuaninasi Lfiflumgagmaﬁ’mﬁﬁ
Tuoe FBmatsznargumeroseynsunainatyds onfl wu matszsnamgunelag
deeauaasdoya (Series Mean) matszsnargamslaeldeindsuguaesidunaiioy
Tndiee (Median of near by points) uaZ35M3v89 Jones (1980, pp. 389-395) ilusiu

9 mManvRasumusnnanilagldds Grubbs’ test dunini a3avIWIng (2554,
U, 1-5) Iefamistunmeasuausnnaeilaglfis Grubbs' test WuNIRTIAERU
fuaninael TnensmdnaaiumanuwansesznieefissfivAefsraeiiogneiy
Aaudsawuinassundslddarnasdoenn dandlalleoiuaingafidmualuasns
sfiivee Grubb FBiansnsaisnlinasenmiiasduldniaz 1 Toya w3 2 Joya fndnms

1) ssdefidusninasi 1 i Tdunsudil
- Busdayaanndaslumunn
- FEAATUTBNNINAFDL

H : eilasdy 1 (eidesiige vieranniige) liuandeannenay

q q
=l P

H Aflaady 1 A1 (Adesdign wWinAmwNTige) wansnsanAdY

q

- MRUATEAUTEIAY (O) Muun O = 0.01 dASUAIMAEDY ANUBNINAI LAY ATRURA
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o = 0.05 dusunIasay Straggle %"ﬁLflummﬁﬂ']slﬁauﬁauﬁauﬂaLflurshuamﬂmsﬁ
- mMuueedy (X) wazimdudauuuinnsgiu (S) We n fe wiudeyaiifnw
- AUANNANENANAEDY (Gexp) AN

nadimaaevdeyafifiitlesiign  Gexp= G, = X=X
s

(%~ %)

natinaseueyafififsnnian  Gexp= G, =2 —

- AmuAANANgA (Gerit) AINAN31e Grubbs'test two-tailed Tuansnedl 1 fiansan
ﬂ"ﬁﬂqmimj'm one largest or one smallest fl upper 1% &1A5u Ol = 0.01 W&y upper
5% &1m3u Ol = 0.05

- agUua deadRannnsfuan (Gexp) INnIATEINGA (Gerit) LaRNINANT
aedeiiu ueuaninus

2) nadiAnflaedes 2 A Sdunaussd

- Busdaysanndaslumann - ﬁﬁaumﬁgwumBQﬂwﬁmmaau

H Aflaeay 2 A1 (Fnunnfifedunsardesfifniu) likans1eainaduy

H : Afiaedy 2 e (FhannfiRndurSertpeiiinty) wansnesanAdy

- mMuuaseAudadAy O = 0.01 dmSunmnaasumuaninud kay O = 0.05
fFuUAINAERY Straggle

A
iif

- AMWINANETRNAFRY 2 n
. Ve e e G _Sn—l,n o 2 —2
ANANIUNAFDUANANBUAINNN g D EXP = 2 loafl sp= E (x;-X)
0 i=1

, n-2 5 1 n-2
WY Sp_pn = E(Xi ~Xpin) WAY X, =——= E X;
& M -2 4
= 1=1
; . $2 ; P,
nsdinaapuAMasdbitoy §05 Gexp=-2 laefl = PCES

2
So 1=3
n

o 1
uaz Xy =—— Y x,
=

- ﬁ’muﬂﬁﬁﬂi}m (Gerit) aMnmN319 Grubbs’test two-tailed Tup9n9di 1 fansan
ANgAluLDe two largest or two smallest 9 lower 1% &Sy O = 0.01 uag lower
5% &30 Ol = 0.05

- d3Una neatifaANIANWINM (Gexp) WeandnAndnge (Gerit) BN ealantl
avduiduduantne (outlier)
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A137971 1 WAAYANINAATENANINAGRL Grubb (Grubbs® test two-tailed)

One largest or One smallest Two largest or One smallest
P upper 1% Upper 1% Lower 1% Lower 5%
7 2.139 2.020 0.0308 0.0708
8 2.274 2.126 0.0563 0.1101
9 2.387 2.215 0.0851 0.1492
n A NUIUTRYA

ABmsnennsaidayagsiaiiafidiuaninai

Bnsnennsaldayanessiadenuiusninasizlusy Ifeiumaeds o1 wu
’“J%ﬁ’]é’ﬂaa\‘iﬁaﬂﬁm (Ordinary Least Square Estimation Method) 35¢Uvzu1an11ziin
Q:Lﬂul,ﬁaﬂ%’uﬂ;m’faga (Maximum Likeli- hood Estimation Method with Iterative for
Adjusted Series) rasaastioafgadloysulyedoaya (Ordinary Least Square Estimation
Method with Iterative for Adjusted Series) ’“J%ﬁﬂé'\‘iaa\‘iﬁaﬂqmLLUUﬁL@l‘auI?J (Condi-tional
Least Squares Method : CLS) 3505235 ismndna siuULLAZHANIZNUDITRYARA
1nd (Joint Estimation of Model Parameters and Outliers Effect Method : JEMPOE)
Bridsaewiougauuudrsimindioynaunsn (Bootstrap Weighted Least Squares
Method : BWLS) Bnita

3gnd wlrhalndana wazAn (2562, U. 54-66) leAnwIABYISMINeNnTalne
gafadlafidueninasilinaeds fe Bmanensallavldisiassasipsiigauuueiads
ReULin (Recursive Mean Ordinary Least Squares Method : RM) AZnsnennsailag
138 asansdpeigauuuiisaguidsuin (Recursive Median Ordinary Least Squares
Method : RMD) wazdsmanennsailagliismassesioaigauundseguiisuingsule
(Improved Recursive Median Ordinary Least Squares Method : IRMD) Wui1 35 RM
waxAs IRMD TWdnaanaLadsuridsansiadsaeriingnsal (Predict Mean Square Error
. PMSE) snflgn wansilddmensaifiudughnds 35 RMD waz35 RM Judu eusas
e IIesituwandaiusanly

891

Hawkins (1980) lsnanain eusninas Wuddansfibasuulyanmdanndu
1 awniaedeadaneduldunainisau sesn Beckman and Cook (1983, p. 121)
TalATenu ke nuAaNYZIRIAUBNINATLS 2 anwaly A 1) mﬁ’mﬂmﬁﬁmqw%aﬁﬁmn
waurmiboauulyanmdunngiulng Suneuannamitii Discordant Observations
2) ANFUNARTEANMUZANTHANKATLANANNAINAN BT AT AN kAT BeUsE N auladnm
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SunAUBANNYIETN Contaminate Observations A3difidNwannaiduAdunATiE
anuhaulalusaies Sdaedunnsuipanteuiiasinmsiensideya o1avilina
ansaumAnegell  uidnsdfidusninasifstuiesannanuaaandeulunnsia
wiafnanmsUfifnisfidianuraiaeiou wisndieiegreiinuswswlaldliniag
fegnsludszrnsitihming  AaunsadardaunaiidnnuiaUndoanluld ielduafils
nmMIeediianudediald  AsnTRdsuAuaninuriReiaduBoedAyiiniInszyin
Apuflazasfiotiaazidoya Feazvhlifinnzidoyafiudnuauslaseaiedoyawazniis
msuidumeemsidenisilananiiuarlunsudussnslaagrwmiefimunzay

AupnLnaififiARaUnfAsndeenaiFunAusnnas dnvuziizaninAgadn
(Extreme Value) a14135080AARAZAIMUININAIIATIREDUIAY weRUDNATTIFIRA
Undldntioy (Mild Value) AIIR52a@auisABmInadifimangas 1Bu mMInTaaaum
UBNNAINAILAIZNT W WianIaaaUaNNRTIW Huau

aase

Bnsasrameuannasigienszuaumsrigh  uisnnsfldsunistauainn
AWemaneviuagne siowdas 0 Fox (1972) WudsEummunnmanaasy Likelihood Ratio
Test llumsnsaaseurmupninasudayasyniunaneldifuuy AR(p) (Autoregressive
Model : AR(p)) #@s1 Chang and Tiao (1983) MWaunszuIuAsATRaaulasld
Likelihood Ratio Test 289 Fox meldsiuuy ARMA (p,a) (Auto Regressive-moving-average
Model : ARMA (p,g) #931 Tsay (1986) WU AUBNLAMITNATIANUANNWUININVD
Chang and Tiao SNANIZNUABFETRNITIUANIIMUAFIMUY WY Herduanduius
ludaee (Autocorrelation Function : ACF) #lerfuanduiuslusiiesunediy (Partial
Autocorrelation Function : PACF) RalaldfleAduaensvasanduiusiudiee (Extended
Autocorrelation Function : EACF) lumsimussawuy ARMA (pq) wazdszsna
ANTTAESAILAS OLS soanniid Chang, Tiao and Chen (1988) lesaurusaun
STNATINYRENTUATIA dRUAUDNINAI WASNApYUIYANSAW Chen and Liu (1993)
T#tuuamewes Chang, Tiao and Chen (1988) sty TelFeUszananin
aziugegn (Maximum Likelihood Ratio Test : MLE) $i6funsUszsnasinanssny
ypsrupnnamianeldfinuy ARIMA (p,d,q) wazldinaei RMSE (Root Mean Square
Error: RMSE) mﬁmamﬁmmgﬂﬁawmﬁmﬁzmmmmﬁma%ﬁﬂ%’u WA LUAUBN LN EUT A
fu1 Choy (2001) Iﬁﬂﬁ’uﬂ§ﬁﬂizuauﬂwsﬁﬁ°§ﬂ ToelFa8asUszanauenUY Whittle-Type
INUTzInamM I ieesunuds MLE wie OLS Sunialnsdin Spectrum-Based Outlier
Detection Algorithm (SODA) sl%’lé’ﬁai’ﬂmuuﬁ’gasmmmmimg ABNINTIREDLA LB NN
Tneldnszuaumaigh sansaasyamausnnaeild feUszwn AO way 10 wifiunansd
foyapraaziirusninamiinani 1 M uasAusnnaimaiegfafu (FBnstienaniia
Tainy) A3NIATREDULLLFIADDNENUNTARTIANUATUD AT IUNTEIRINaIAANT wedS
mInsRaauuuuineanlildmiieszinuasiusninamiuasidunaudeudtagsennuaz
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Tnalunmsfuinann dszdnnmuesdisiddusgiunstszanagamailaing
Wesiuefiwiasefioelasn §m3uas Grubbs test WwisAkigeennldandosinung
sufunsldlufosfoinmaiuaiunsmunuaa awannnd

UDLAUD UL

dasuluunaatoinst Iiaueisnsnsiamsaztsusiioiusninas naon
AUATTUIUNMTEINFIRUL DM INENATaiINzauwdTY SeSiEnIaTamAuanIna
Tudeyansfafiivriusindeyamugasszeznaniiiiaula 917 Franses and Ghijsel (1999,
pp. 1-9) IeWmudBasnsiam A0 uaz 10 laeldfuuy GARCH wae Charles and
Darne (2005, pp. 347-352) IﬁmmmwaﬁmLLazﬂ%’uﬁqﬁﬁmm Franses and Ghijsel (1999)
Thfanuiualpaufeilaqiu
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