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Abstract

The development of the multimedia information is continually growing
especially in an e-health technology. The specific Magnetic Resonance (MR) brain image
classification using fuzzy c-means clustering algorithm and the self-information in this
paper is proposed. Retained and with the optimum number of pixels, the classified MR
has been histogram equalized by the obligated linear function. As a result, the
benefit of fuzzy c-means clustering algorithm and the constrained self-information on
the corresponding histogram equalization-obligated linear function-structural pixel
position scheme image shows that the proposed method can give more delicate image
information. In addition, the information entropy of the corresponding
histogram-based image shows that the proposed method can also give the lower

information entropy-based data compression ratio.
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1. Introduction

The aim of this paper is to reveal the
positions of the important tissues in the
specific Magnetic Resonance Image (MRI). The
Fuzzy C-Means Clustering Algorithm (FCMCA) or
the Soft K-Means Clustering Algorithm (SKMCA)
developed from the K-Means Clustering
Algorithm (KMCA) is introduced to be applied.
The FCMCA of an image, based on the alpha-
trimmed  average of the corresponding
histogram extracted from the image keyframe,
is suitable for the clustering. Besides the
improvement of computation time of FCMCA,
the FCMCA of the constraint self-information
curve is applied in this paper to emphasize on
the image information. The specific MRI based
on the Structural Pixel Position Scheme (SPPS)
image gives the corresponding Histogram
Equalization (HE) obligated by the linear
function, called the Histogram Equalization-
Obligated Linear Function-Spatial Pixel Position
Scheme (HE-OLF-SPPS: HOS) image. Compared
with the HOS image, the specific MRI based on
the SPPS image giving the corresponding HE,
called the corresponding histogram-based

image is introduced.

This paper sections include SPPS image
information, FCMCA of the SPPS image, FCMCA
of the self-information curve, Results and

analysis, and Conclusions and future work.

2. SPPS image information

In an information theory, a self-information
is a measure of the information content
associated with the outcome of a random

variable. The self-information I(i) is as

1) = —log(p(0)),i€e{1,23,..,.L} (1)

where the function and the parameter can be
denoted below:

p(i) the probability of I and

L the maximum Light

Intensity Level (LIL).

2.1 Corresponding histogram-based image
information

In a gray-scale image, an I(i) is as (1)
and L can be obtained from the number of
bits, My, of a pixel. Normally, Ny, is 8 bits and
L is 256 levels. Thus, the corresponding
histogram of a gray-scale image can illustrate
image information by each self-information of
the LIL. The decreased significant number of
pixels, np, retrieved from I(i), is as

LIL
np = X, M (2)

where the parameters can be denoted below:

LIL 1, the lower LIL and
LIL y; the higher LIL.

2.2 HOS image information

Due to the optimum consume of 7,
of an HOS image, an information in the HOS
image will be investigated. In this paper, the
significance ofI(i) as (1) of the initial gray-
scale image will be the constraint to retrieve
the HOS image self-information. Thus, only the
Ny retrieved from two constraints: the
obligated linear function of the HOS image and

I(i), are concerned as

LIL .
ny = Zi=LI;ILL at 3)



where the parameter can be denoted below:

a, the 1% order coefficient.

3. FCMCA of the SPPS image

The FCMCA starts with the initial cluster
centers of the SPPS image, placed as the
center location of each cluster in an image. In
addition, the FCMCA assigns each pixel value a
membership grade, W, for each cluster.
lteratively, the cluster centers update a U for
each pixel value, the FCMCA moves the cluster
centers to the proper location within an image.
This iteration is based on minimizing an
objective function that represents the distance
from each pixel to own cluster center

weighted by a U of a pixel value.

The FCMCA can partition a finite collection
of M pixels X = X1, vy Xpp into a collection
of C fuzzy clusters with respect to given
criterion. Given a finite set of the M pixels, the
FCMCA returns a list of C cluster centers C =
Cq,---,Cc and a partion matrix U =
u; j(x)el0,1],i=1,..,n; j =
1, ..., C, where U; j (x) informs the degree
to which X; belongs to cluster Cj. Like the
KMCA, the FCMCA aims to minimize an
objective function U; ; (x) as

1
c d(cix
j=1 d(cj,x)

where the function and the parameters can be

Wi, j (x) =

e (4
>/( )

denoted below:

d(Ci, x) the Euclidean distance
between C, and X,
& the fuzzifier, and
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T
X the [pxrpy] pixel
coordinate vector

The fuzzifier € determines the level of
cluster fuzziness. A larger € results in a smaller
U j- Generally, an € equal to 2.0 can get the
common W; ;. It can be noted that at € equal
to 1.0, the ,ul-J- converges to 0.0 or 1.0, which

implies a crisp partitioning.

Any point X has a set of coefficients
giving the degree of being in the Wy, (X) With
the FCMCA, the center of a cluster is the mean
of all points, weighted by their degree of
belonging to the cluster.

3.1 FCMCA of the corresponding histogram-
based image

The FCMCA starts with the initial
cluster centers of the corresponding histogram-
based image, placing the center location of
each cluster in the image of 7, pixels as
expressed in (2). Given a finite set of the 1y,
pixels, the FCMCA also returns a list of C
cluster centers C = €q,...,C. and a
partition matrix U= ui,j(x)e[O,l],i =
1,...,np; j=1,..,c.

3.2 FCMCA of the HOS image

The FCMCA starts with the initial cluster
centers of the HOS image, placing the center
location of each cluster in the image of My,
pixels as expressed in (3). Given a finite set of
the np pixels, the FCMCA also retumns a list of
C cluster centers C = Cq,...,C, and a
partition matrix U= ui,j(x)e[O,l],i =
1,...,np; j=1,..,c
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4. FCMCA of the self-information curve
Generally, the domain of LILL and
LILy is wide enough Ny to retrieve an image
information. Fortunately, a probability p(l) in
(1) can be computed by ni/n. In the same
way as the FCMCA of the SPPS image, the
FCMCA of the self-information curve can be
applied for the self-information curve of Ch
clusters. The FCMCA assigns each value of
I(i) on the self-information curve a U for
each cluster. [teratively, the cluster centers
update a U for each value, the FCMCA moves
the cluster centers to the proper location
along the self-information curve. This iteration
is also based on minimizing an objective
function that represents the distance from
each value of M; to its own cluster center
weighted by a U of a value of ;. Thus, the
LIL; can be found from the domain of the
corresponding histogram function, LIL, of the
cluster center giving the maximum of the
function range, I(i). On the opposite side,
the LILy can be normally found from LIL
of the adjacent cluster center giving the sub-

maximum of I(i).

The FCMCA also can partition a finite
collection of L LiLs, X7, = X1, «.., X[, into
a collection of Cppj, fuzzy clusters with respect
to given criterion. Given a finite set of the L
LILs, the FCMCA returns a list of cluster centers
Ci = Ciyypr -2 Ccpyy, and a  partition
matrix Uqu = ui,j(xL,L)e[O,l],i =
1, ...,L; ] = 1,...,CLIL, where
U; j (xLIL) informs the degree to which
Xp L belongs to cluster Cj, . Effectively, an
objective function of FCMCA of the self-

information curve consisting of Xy is the
same as (4) and the fuzzifier € is set to the
same value of 2.

Refer to (2) and (3), the LILy and LIL;
from the FCMCA of the self-information curve

can be expressed, respectively, as

LIL, = |17 (max(1(LIL)))| (5)

and

LiLy = |17 (submax(1(LIL)) ) (6)

where the function can be denoted below:
I(LIL) the element in Cp ;.
5. Results and analysis

In this section, there are two subsections
including the experiment results and the

information entropy analysis.

5.1 Experimental results

There are the input parameters
including €, a4, C, Ch’ L and N in Table 1.
The original image with L of 89 and M of
16384 including the corresponding histogram
can be illustrated in Fig. 1 a) and Fig. 1 b),
respectively. In this experiment, there are the
number of necessary holes and links of 6 in
the original image. And the number of 3-points
of those holes and links is equal to 18. Then,
C was computed by adding 2 cluster centers
to 18 cluster centers, the top of the MR brain
image at the sufficient link and the reference
point, to become 20 cluster centers. In
addition, Ch was computed from IOgZ (89)
= 6.476 for the 89 LIL image. The integer of 6
was reduced to 4 positions of cluster centers

by neglecting 2 bound positions.



Table 1 The input parameters.

parameters assigned values
& 2
(Jang, J. S. R, & Sun, C.
T.(1997))
a 0.4839
(Homnan, B., &
Benjapolakul, W.
(2013))
C 20
Ch a4
L 89
n 16384
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Fig. 1 a) The original image and b) the
corresponding histogram.

Conformed to (5), (6), and the input
parameters in Table 1 with Ch = 4, the FCMCA
of the self-information curve gives the integer
of LIL; and LILy as 10 and 33,
respectively, as illustrated in Fig. 2 and Table 1

n

The self-infornation (hit(s))

LiL(s)

Fig. 2 The self-information of 4 cluster centers.
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Table 2 The output parameters of the images.

parameters values
LIL, 10
LILy 33
Ny, (The corresponding 620
histogram-based image)
Tlp (The HOS image) 233

Conformed to (4) with Ch =d4and C =
20 in Table 1, the FCMCA of the self-
information curve gives the obvious 19 clusters
of the corresponding histogram-based image,
as illustrated in Fig. 3. In addition, the FCMCA
of the self-information curve gives the 20
cluster centers on the corresponding
histogram-based image in the domain of
LIL; —LILy, as illustrated in Fig. 4.

120

L L L L L L
20 40 B0 80 100 120

Fig. 3 The 20 cluster centers of the

corresponding histogram-based image in the

domain of LILL —LILH.

20 40 60

Fig. 4 The 20 cluster centers on the

corresponding histogram-based image in the

domain of LIL; —LILy.

Conformed to (4) with a given Qg =
0.4839 of the obligated linear function, Cy, =
4, and C = 20, illustrated in Table 1, the
FCMCA of the corresponding histogram-based
image gives the 20 clusters of the HOS image
as illustrated in Fig. 5. In addition, the FCMCA
of the self-information curve gives the 20
cluster centers on the HOS image, as
illustrated in Fig. 6.
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Fig. 5 The 20 cluster centers of the HOS image.



20 40 60 &0 100 120

Fig. 6 The 20 cluster centers on the HOS

image.

Due to the more My, of 620 pixels, the
20 clusters can be distributed on the
corresponding  histogram-based image as
illustrated in Fig. 3. In addition, the higher to
the highest gradient portions of the
corresponding histogram-based image are close
to the centers of the 20 clusters. Furthermore,
due to the more np of 233 pixels, the 20
clusters are emphasized on the upper part of
the HOS image as illustrated in Fig. 5. Thus, the
more important tissues of the HOS image, the
specific MRl of the compressed image,
especially in the upper part of the original
image can be illustrated as the centers of the

clusters in Fig. 5.

The My, of the Fig. 4 and Fig. 6 can
express the compression ratio, P, a p =
ny / N = 620/16384 = 0.0378 and 233/16384
= 0.0142, respectively. In the comparative
analysis between the corresponding histogram-
based image and the HOS image, the ratio of p
of the HOS image in the Fig. 4 to that of the
corresponding histogram-based image in Fig. 6
can be reduced to 233/620 = 0.3758 in order

to obtain the important tissues of the original
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image. Notably, neglecting the computation
times of the FCMA of the 89 point self-
information curve, the FCMA of the HOS image
improves the computation time to at least
37.58% compared with that of the
corresponding histogram-based image,

conformed to np.

5.2 Information entropy analysis

Inan information theory, the
information entropy is a measure of the
amount of information in a transmitted
information  symbol(s) and is sometimes
referred to as the Shannon entropy. The
information entropy of the corresponding
histogram-based image in the domain of 1-
L, H{‘, can be expressed in terms of a set of
probabilities p(i) as

Hf ==Y p@logp® (7)

Thus, the information entropy of the

corresponding histogram-based image in the

LIL
domain of LILL - LILH, HLILZI’ can be

expressed as

Hpy M = =X p()logp(i) (8)

The HlL in bit(s), related to the power
in the bit(s) signal in HlL, can be used to
determine the content of information
symbol(s). Thus, the minimum amount of an
image information in the overall domain of
LiL(s) is L X H{‘, in addition, the information
entropy-based data compression ratio in the

domain of 1 — L, 191L , can be expressed as



ansusvwau
]]4 SUDDHIPARITAD

L
9k = LHy (9)

n

Thus, the information entropy-based
data compression ratio in the domain
of 1 — L can be reduced to

LILy
gl _ (L+LILy=LIL)H;;, 10
LIL, — n (10)

In the FCMA of the corresponding
histogram-based image (except the infinite
I(i) at LIL = 11), the H{“ in (7) equals

LIL
08514 bit and the Hj; 7" in (8) equals 0.1044

bit. Thus, the ¥ in (9) equals 0.8514 bit x 88

LILs/16384 pixels = 0.0046 bit/pixel and the

LIL
9,7 % in (10 significantly equals 0.1044 bit x
LILy, g

23 LILs/16384 pixels = 1.4656 x 10 bit/pixel in
the image keyframe. In the FCMA of the HOS
image (except the infinite I(i) at LIL = 2
and the infinite I(l) at LIL = 11), the HlL
equals 0.3630 bit and the Hflllff equals

0.0453 bit. Thus, the 19{' equals 0.3630 bit x
87 LILs/16384 pixels = 0.0019 bit/pixel and the

LIL
ﬁLILlI:I significantly equals 0.0453 bit x 22
LILs/16384 pixels = 6.0828 x 10™ bit/pixel in

the image keyframe.

6. Conclusions and future work

Applying the FCMCA and the constraint
I(i) to the image classification, the
corresponding histogram-based image
information and the HOS image information
have been investigated and the positions of
important tissues in the specific MRl can be
revealed. By the inverse self-information

function, the LIL; and LILy can be

LIL
obtained. Thus, the lower 191L and ﬁLILH
L

LILy
LIL;,

respectively, in the information transmission

conformed to  the H{“ and U

can be performed. In future work, the more
detail ing OXTFH i the SPPS |
etails concerning Uy = in the image

will be investigated.
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