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บทคัดย่อ

	 บทความนี้น�ำเสนอระบบผู้แนะน�ำแบบหลายเกณฑ์ด้วยวิธีการรวบรวมข้อมูล
ความชอบของผู้ใช้โดยทางอ้อมเพื่อแก้ปัญหาที่เกิดจากการรวบรวมจากผู้ใช้โดยตรง 
เนื่องจากการรวบรวมข้อมูลความชอบจากผู้ใช้ที่มีต่อไอเทมโดยตรงด้วยการให้ผู้ใช้ให้
คะแนนแต่ละคุณลักษณะของไอเทมนั้น ในระบบผู้แนะน�ำแบบหลายเกณฑ์ต้องอาศัย
ความร่วมมอืจากผูใ้ช้เป็นอย่างมากและอาจน�ำไปสูค่วามไม่สอดคล้องกนัระหว่างข้อมลู
ความชอบทีผู่ใ้ช้มต่ีอแต่ละคณุลกัษณะของไอเทมกบัความชอบโดยรวมทีม่ต่ีอไอเทมนัน้ 
บทความนีน้�ำเสนอวธิกีารรวบรวมข้อมลูแบบไฮบรดิจากข้อมลูเดมิทีม่อียูแ่ล้ว ซึง่ประกอบ
ไปด้วย 4 ขั้นตอนคือ 1) รวมข้อมูลความชอบที่ผู้ใช้มีต่อไอเทมโดยรวมเข้ากับข้อมูล
คุณลักษณะของไอเทม 2) หา global criteria weights ที่อธิบายถึงความชอบของผู้
ใช้ที่มีต่อคุณลักษณะโดยทั่วไปในไอเทมนั้น แทนที่จะพิจารณาจากความชอบโดยรวม
เพียงอย่างเดียว 3) ท�ำการวิเคราะห์และสร้างเป็นข้อมูลความชอบของผู้ใช้ที่มีต่อแต่ละ
คณุลกัษณะของไอเทม 4) ท�ำการวดัค่าระดบัความเข้มข้นของแต่ละคณุลกัษณะทีป่รากฏ
อยู่ในเนื้อหาของไอเทม จากนั้นน�ำข้อมูลเหล่านี้มาใช้ในการแนะน�ำไอเทมที่เหมาะสม
ที่สุดให้กับผู้ใช้เป็นรายเฉพาะบุคคล

ค�ำส�ำคัญ : ระบบผู้แนะน�ำ, หลายเกณฑ์, เกณฑ์เดียว, ความชอบ,
	 Collaborative Filtering, Content-based, Hybrid method 
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Abstract

	 This paper proposes a “Multi-criteria Recommender” system based 
on explicit gathering of users’ preferences. Normally within data gathering 
process, a user is asked to rate different aspects of an item founded on 
a sliding scale explicitly. However, individual’s preferences on each aspect 
of item may conflict with other preferences. To overcome such conflicts 
and limitations, we proposed a “Hybrid Method” derived from gathering 
of previous data profiles. The method creates a hybrid profile through 
combination of user-item data and item-related data. Having the calculated 
aggregated data, we can allocate global criteria weights to preferences 
of users. Despite of other methods, we did not use overall rating method 
at all. Instead, we tried to localize the obtained weights for each individual 
user. Consequently, the system applies the allocated weights in a way to 
recommend appropriate calculated items for each individual user.
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บทน�ำ
	 ระบบผู้แนะน�ำเป็นระบบที่ถูกสร้างขึ้น
มาเพื่อช่วยเหลือผู้ใช้ในการคัดกรองสิ่งที่สนใจ
หรอืพงึพอใจจากสิง่ต่างๆ ทีม่อียูเ่ป็นจ�ำนวนมาก 
และได้มีการน�ำไปประยุกต์ใช้กับงานด้านต่างๆ 
เช่น การแนะน�ำหนังสือ, แนะน�ำบทความข่าว 
(Marlin, 2003; Rosset et al., 2002) เป็นต้น 
นอกจากนี้ยังมีการน�ำมาใช้ในเชิงธุรกิจ เช่น 
การแนะน�ำสินค้าต่าง ๆ ใน Amazon (Linden 
et al., 2003), และการแนะน�ำภาพยนตร์ ใน 
MovieLens (Miller et al., 2003) เป็นต้น ระบบ
ผู้แนะน�ำแบบดั้งเดิมส่วนใหญ่จะอธิบายความ
พึงพอใจของผู้ใช้ที่มีต่อไอเทม (item: สิ่งใดสิ่ง
หนึง่) ด้วยค่าคะแนนความชอบโดยรวม (overall 
rating) ซึ่งแสดงในรูปของตัวเลขที่มีค่าอยู่ใน
ช่วงที่แน่นอน เช่น 1 หมายถึง พึงพอใจน้อย
ทีส่ดุ และ 5 หมายถงึ พงึพอใจมากทีส่ดุ เป็นต้น 
ระบบผูแ้นะน�ำแบบนีจ้งึถกูพจิารณาว่าเป็นระบบ
ผู้แนะน�ำแบบเกณฑ์เดียว (single-criteria) ใน 
ขณะที่ระบบผู ้แนะน�ำสมัยใหม่พยายามที่จะ
ท�ำความเข้าใจและอธบิายความพงึพอใจของผูใ้ช้
ที่มีต่อไอเทมโดยพิจารณาจากความชอบที่ผู้ใช้มี
ต่อคุณลักษณะต่างๆ ของไอเทมซึ่งโดยทั่วไปจะ
มีมากกว่าหนึ่งคุณลักษณะ ระบบผู้แนะน�ำเหล่า
นีจ้ะถกูพจิารณาว่าเป็นระบบผูแ้นะน�ำแบบหลาย
เกณฑ์ (multi-criteria) อย่างไรกต็ามก่อนทีร่ะบบ
ผูแ้นะน�ำแบบหลายเกณฑ์จะสามารถให้บริการผู้
ใช้ได้ จ�ำเป็นต้องอาศัยข้อมูลตอบกลับจากผู้ใช้
ซึ่งสะท้อนให้เห็นรสนิยมความชอบของเขาที่มี
ต่อคณุลกัษณะต่าง ๆ  เพือ่น�ำมาท�ำการวเิคราะห์ 
โดยทั่วไปข้อมูลเหล่านี้ได้มาจากการสอบถาม
ความเห็นจากผู้ใช้โดยตรง (explicitly) ด้วยการ
ก�ำหนดให้ผู้ใช้ให้คะแนนความชอบของเขาที่มี
ต่อแต่ละคุณลักษณะของไอเทมที่เขาเคยเห็น

หรอืบรโิภคมาแล้ว วธิกีารดงักล่าวน�ำไปสูปั่ญหา
ที่เรียกว่า intrusiveness problem (Joseph 
et al. 1997, Douglas and Kim 1998;  
Middleton et al. 2004; Gediminas and 
Kwon 2007) กล่าวคือ ผู้ใช้อาจรู้สึกไม่สะดวกที่
จะต้องให้คะแนนคุณลักษณะต่างๆ ของแต่ละ
ไอเทมทีม่มีากกว่าหนึง่คณุลกัษณะ (Jung 2001; 
Kellar et al. 2004) เนือ่งจากเป็นเรือ่งของความ
รูส้กึ ยิง่ไปกว่านัน้ผูใ้ช้อาจให้ข้อมลูตอบกลบัทีไ่ม่
ได้สะท้อนให้เห็นถึงความชอบที่แท้จริงของพวก
เขาเลยก็ได้ (Lee et al. 2008; Palanivel and 
Sivakumar 2010) ปัญหาต่างๆ เหล่านี้น�ำไปสู่
ความไม่สอดคล้องกันระหว่างข้อมูลความชอบ
ของผู้ใช้ที่มีต่อแต่ละคุณลักษณะ (individual 
attribute rating) กับ ความชอบโดยรวมที่มีต่อ
ไอเทมนั้นๆ ซึ่งเป็นอุปสรรคที่ส�ำคัญในการที่จะ
ใช้ประโยชน์จากข้อมูลตอบกลับดังกล่าว 
	 ดังนั้น งานวิจัยนี้จึงได้น�ำเสนอกรอบ
วิธีการรวบรวมข้อมูลความชอบของผู้ใช้ที่มีต่อ
คุณลักษณะต่างๆ ของไอเทมโดยทางอ้อม เพื่อ
สนับสนุนการพัฒนาหรือการขยายขีดความ
สามารถของระบบผู้แนะน�ำจากเดิมที่เป็นแบบ
เกณฑ์เดียวไปเป็นแบบหลายเกณฑ์โดยพยายาม
ที่จะลดปัญหา intrusiveness ให้เหลือน้อยที่สุด  

	 ระบบผู ้แนะน�ำ (Recommender 
Systems)
	 ระบบผูแ้นะน�ำเกีย่วข้องกบัการพยายาม
ที่จะท�ำนายว่าผู้ใช้จะให้คะแนนความชอบต่อ
สิ่งที่ถูกแนะน�ำนั้นๆ อย่างไร ซึ่งกระบวนการ
ท�ำงานดังกล่าวได้ถูกจ�ำแนกออกเป็นสองขั้น
ตอน (Burke,2002) คือขั้นตอนการท�ำนาย 
(prediction phase) และขั้นตอนการแนะน�ำ 
(recommendation phase) ในขั้นตอนการ
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ท�ำนาย ข้อมูลเกี่ยวกับความชอบของผู้ใช้ที่มีต่อ
ไอเทมที่ผู้ใช้เคยเห็นหรือเคยใช้ และข้อมูลเกี่ยว
กับคุณลักษณะของไอเทมเองที่มีอยู่ในระบบ จะ
ถูกน�ำมาวิเคราะห์เพื่อท�ำนายค่าคะแนนความ
ชอบของผู้ใช้ที่จะมีต่อไอเทมอื่นๆ ที่ผู้ใช้ยังไม่
เคยเห็นหรือใช้มาก่อน ผลลัพธ์ที่ได้จากขั้นตอน
การท�ำนายจะถูกน�ำมาใช้ในขั้นตอนการแนะน�ำ 
โดยจะมีการจัดล�ำดับความส�ำคัญของสิ่งที่จะ
แนะน�ำตามค่าที่ท�ำนายได้จากมากไปหาน้อย
และสร้างรายการของไอเทมที่จะแนะน�ำให้กับ
ผู้ใช้เพื่อให้ผู้ใช้ท�ำการตัดสินใจเลือกต่อไป ซึ่ง
การน�ำเสนอนั้นสามารถท�ำได้หลายรูปแบบ เช่น 
น�ำเสนอเฉพาะสิ่งที่มีค่าท�ำนายสูงๆ (Top-N 
recommendations) เป็นต้น
	 โดยทั่วไปวิธีการแนะน�ำที่ใช้ในระบบผู้
แนะน�ำสามารถจ�ำแนกได้เป็นสองวิธีพื้นฐานคือ 
Content-based และ Collaborative Filtering 
ส�ำหรับวิธี Content-based จะเลือกแนะน�ำ
โดยพิจารณาจากคุณลักษณะของไอเทมที่จะ
แนะน�ำว่ามีความคล้ายคลึงกับคุณลักษณะของ
ไอเทมที่ผู้ใช้ปัจจุบันเคยเห็นหรือเคยบริโภคมา
ก่อน และผู้ใช้ได้ให้ข้อมูลตอบกลับเป็นคะแนน
ความชอบที่ค่อนข้างสูง โดยทั่วไปวิธีการแนะน�ำ
แบบ content-based จะเลือกแนะน�ำไอเทม
ที่มีคุณลักษณะต่างๆ คล้ายกับไอเทมที่ผู ้ใช้
ปัจจุบันเคยชอบมาแล้ว วิธีการนี้ต้องการข้อมูล
ที่ค่อนข้างสมบูรณ์จ�ำนวนมากที่สามารถใช้ใน
การอธิบายคุณลักษณะของไอเทมได้ เป็นที่น่า
สังเกตว่าวิธีการดังกล่าวประสบผลส�ำเร็จอย่างดี
ในระบบแนะน�ำที่ไอเทมต่างๆ ที่ถูกอธิบายด้วย
ข้อมูลที่เป็นข้อความ (textual information) 
เนื่องจากระบบจะสามารถตีความหรือเข้าใจได้
อย่างอัตโนมัติ เช่น ระบบผู้แนะน�ำหนังสือ หรือ
แนะน�ำหน้า web เป็นต้น อย่างไรก็ตาม วิธี

การ content-based นั้นไม่เหมาะสมกับระบบ
ที่ไอเทมที่ถูกอธิบายด้วยข้อมูลที่ไม่ใด้อยู่ในรูป
ข้อความ เช่น เพลง, วีดีโอ และ ภาพยนตร์ 
เป็นต้น  
	 ส่วนวิธี Collaborative Filtering จะ
เลือกแนะน�ำสิ่งที่ผู ้ใช ้คนอื่นๆ ในระบบที่มี
ลักษณะความชอบคล้ายคลึงกับผู ้ใช้ปัจจุบัน
มากๆ และผู้ใช้เหล่านี้ได้ให้คะแนนความชอบ
ต่อไอเทมนัน้ไว้ค่อนข้างสงู ในขณะทีผู่ใ้ช้ปัจจบุนั
ยังไม่เคยใช้ไอเทมนั้นมาก่อน โดยทั่วไปในวิธี
แนะน�ำแบบ collaborative filtering แบบดัง้เดมิ
นัน้ จะพจิารณาความชอบทีค่ล้ายคลงึกนัระหว่าง
ผู้ใช้จากค่าความชอบโดยรวมที่ผู้ใช้ก�ำหนดให้
กับไอเทมต่างๆ ร่วมกัน ยกตัวอย่างเช่น ใน
ระบบแนะน�ำภาพยนตร์ เป็นต้น โดยทั่วไปแล้ว
จ�ำนวนของภาพยนตร์จะมปีรมิาณสงูกว่าจ�ำนวน
ภาพยนตร์ที่ผู้ใช้เคยดูอยู่ค่อนข้างมาก เมื่อเทียบ
กนัท�ำให้ในบางครัง้มคีวามเป็นไปได้มากทีร่ะบบ
จะไม่สามารถค�ำนวณหาค่าความคล้ายคลึงกัน
ระหว่างผู้ใช้ได้ โดยเฉพาะอย่างยิ่งในกรณีที่ผู้ใช้
ปัจจุบันเลือกดูแต่ภาพยนตร์ที่ไม่ค่อยมีหรือไม่
เคยมีผู้ใช้คนอื่นๆ เลือกดูมาก่อนเลยในระบบ 
ส่งผลให้ระบบไม่สามารถแนะน�ำภาพยนตร์ให้แก่
ผู้ใช้ปัจจุบันคนนั้นได้ หรือหากแนะน�ำได้ ความ
ถูกต้องก็จะไม่ดีนัก ปัญหาดังกล่าวถูกเรียกว่า 
sparsity problem ซึ่งถือเป็นปัญหาหลัก
ของระบบผู ้แนะน�ำที่ ใช ้วิธีการแนะน�ำแบบ 
Collaborative filtering 
	 นอกจากสองวิธีพื้นฐานที่กล่าวมาแล้ว 
ยังมีวิธีการแนะน�ำแบบอื่นที่ถูกพัฒนาขึ้นอีก 
หลายวิธี  เช ่น Demographic based  
(Pazzani, 1999) ซึง่ถกูจดัอยูใ่นประเภทเดยีวกนั
กับวิธีการพื้นฐาน Collaborative Filtering 
เนื่องจากใช้หลักการเดียวกัน แต่จะต่างกันที่ 
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Demographic based นั้นเปรียบเทียบความ
คล้ายคลงึกนัของผูใ้ช้โดยพจิารณาจากข้อมลูส่วน
ตัวพื้นฐาน เช่น อายุ, เพศ, และ อาชีพ เป็นต้น 
ในขณะที่ Collaborative Filtering พิจารณา
จากข้อมลูพฤตกิรรมการแสดงความพงึพอใจต่อ
ไอเทมต่างๆ ทีผู่ใ้ช้เคยบรโิภค ส่วนวธิกีารแนะน�ำ
แบบ Knowledge based (Burke, 2002) นัน้จะ
คล้ายกนักบั Content-based แต่จะพจิารณาจบั
คู่ระหว่างข้อมูลเกี่ยวกับคุณลักษณะของไอเทม
และลักษณะของผู้ใช้ปัจจุบันประกอบกัน
	 อย่างไรกต็าม วธิกีารแนะน�ำแบบต่างๆ 
ทีก่ล่าวมาแล้วมข้ีอดแีละข้อเสยีต่างกนัไป ดงันัน้ 
นกัวจิยัหลายท่านได้พยายามพฒันาวธิกีารใหม่ๆ 
โดยการน�ำเอาเทคนิควิธีการต่างๆ เหล่านั้นมา
ผสมผสานกันเพื่อให้ได้ข้อดีและก�ำจัดข้อเสีย
บางอย่างออกไป วิธีการแบบผสมผสานเหล่านี้ 
เรียกว่า Hybrid approaches รายละเอยีดเกีย่ว
กับวิธีการผสมผสานนี้ได้มีการศึกษาเชิงส�ำรวจ
และอธิบายอย่างมากในการศึกษาของ Burke 
(2002,2007)

	 ระบบผู ้แนะน�ำแบบเกณฑ์เดียวและ
หลายเกณฑ์ 
	 ระบบผูแ้นะน�ำทีใ่ช้ค่าคะแนนความชอบ
โดยรวมเพียงอย่างเดียวเรียกว่าระบบผู้แนะน�ำ
แบบเกณฑ์เดียว ส่วนระบบผู้แนะน�ำที่พยายาม
อธิบายความพึงพอใจของผู้ใช้ที่มีต่อไอเทมโดย
พิจารณาจากความชอบที่ผู้ใช้มีต่อคุณลักษณะ
ต่างๆ ของไอเทมที่มีมากกว่าหนึ่งคุณลักษณะ
เรียกว ่ าระบบผู ้ แนะน�ำแบบหลายเกณฑ ์  
(multi-criteria) นักวิจัยหลายท่านเชื่อว่าการ
พิจารณาเพียงแค่ค่าความชอบโดยรวมของผู ้
ใช้ที่มีต่อไอเทมเพียงอย่างเดียวนั้น ไม่เหมาะ
สมในการท�ำนายอีกต่อไป (Alexander,  2005; 

Gediminas and Youngok, 2007) เนื่องจาก
ว่าในความเป็นจริงแล้ว การพิจารณาตัดสินใจ
เลือกไอเทมที่เหมาะสมของผู้ใช้ มักจะพิจารณา
จากข้อมูลคุณลักษณะต่างๆ ของแต่ละไอเทม 
ดังนั้น การที่ระบบได้เรียนรู้และท�ำความเข้าใจ
กับข้อมูลเหล่านี้จะช่วยให้สามารถท�ำนายและ
แนะน�ำได้อย่างมีประสิทธิภาพมากขึ้น (Lee et 
al., 2002; Gediminas et al., 2011) 
	 แม้ว่าวิธีการแนะน�ำแบบหลายเกณฑ์
จะได้มีการศึกษาและใช้งานกันมาบ้างแล้ว แต่
ส่วนใหญ่เป็นเพียงการค้นหาไอเทมที่เหมาะสม
ทีส่ดุส�ำหรบัคนทัว่ๆ ไป ไม่ใช่สิง่ทีเ่หมาะสมทีส่ดุ
เฉพาะบุคคล ตัวอย่างเช่น ระบบผู้แนะน�ำการ
ท่องเที่ยวเฉพาะบุคคลที่ถูกพัฒนาโดยใช้เทคนิค 
case-based reasoning ที่แม้ว่าจะมีการจัด
ล�ำดับความส�ำคัญของคุณลักษณะต่างๆ เช่น  
สถานที่ (location), กิจกรรม (activities) และ 
บริการต่างๆ (services) แต่ก็เป็นการจัดล�ำดับ
ความส�ำคญัตามความนยิมของนกัท่องเทีย่วทัว่ๆ 
ไป โดยอาศยัข้อมลูการท่องเทีย่วทีผ่่านมา (Ricci 
and Werthner,  2002) คุณลักษณะต่างๆ ของ
ไอเทม ไม่ได้ถกูพจิารณาว่าเป็นเกณฑ์ทีผู่ใ้ช้ๆ ใน
การตัดสินใจ และถึงแม้ว่าจะมีหลายๆ ระบบที่
พยายามเปรยีบเทยีบ ไอเทมต่างๆ โดยพจิารณา
การจัดล�ำดับความส�ำคัญหรือให้ค่าน�้ำหนักของ 
แต่ละคณุลกัษณะของไอเทม (Lee et al., 2002) 
อย่างไรก็ตามค่าน�้ำหนักเหล่านั้นเป็นค่าที่ผู้ใช้
ทั้งหมดได้ร่วมกันก�ำหนดให้กับระบบเพื่อน�ำไป
จัดล�ำดับไอเทมที่น่าสนใจเท่านั้น ดังนั้นการ
แนะน�ำสิ่งต่างๆ ให้กับผู้ใช้แต่ละคนจึงไม่แตก
ต่างกนั เนือ่งจากเป็นการแนะน�ำสิง่ทีด่ทีีส่ดุตาม
ความเห็นของคนทั่วไป แทนที่จะแนะน�ำตาม
ความชอบส่วนตัวของแต่ละบุคคล 
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	 Adomavicius et, al (2005) ได้เสนอ
วิธีการเปรียบเทียบความคล้ายคลึงกันระหว่างผู้
ใช้สองวิธีคือ Aggregating Similarity และ การ
ใช้ multidimensional distance metrics โดย
พิจารณาเปรียบเทียบจากข้อมูลความชอบของผู้
ใช้ที่มีต่อคุณลักษณะต่างๆ ของไอเทม แทนที่
จะพจิารณาแค่เพยีงความชอบโดยรวมของไอเทม 
เหมือนวิธีดั้งเดิม ส�ำหรับวิธีแรก ความชอบของ
ผูใ้ช้ทีม่ต่ีอคณุลกัษณะของไอเทม จะถกูแยกออก
มาค�ำนวณเป็นค่าความคล้ายคลึงกันระหว่างผู้
ใช้บนพืน้ฐานของคณุลกัษณะนัน้ๆ จากนัน้ความ
คล้ายคลงึกนัทัง้หมดทีค่�ำนวณได้บนพืน้ฐานของ
แต่ละคุณลักษณะเหล่านั้น จะถูกน�ำมาค�ำนวณ
ร่วมกัน (aggregation) อีกครั้ง เพื่อหาความ
คล้ายคลงึกนัของผูใ้ช้ทีเ่ป็นผลลพัธ์สดุท้าย (Final 
similarity) ส�ำหรับวิธีทีส่องนั้น ค่าความชอบของ
ผู้ใช้ที่มีต่อแต่ละคุณลักษณะของแต่ละไอเทมจะ
ถูกแสดงเป็นแต่ละจุดใน k+1 มิติ (dimension 
space)  และ ค่าทกุค่าใน K+1 มติจิะถกูค�ำนวณ
เป็นค่าระยะห่างระหว่างผู้ใช้ด้วยวิธีการค�ำนวณ
ระยะห่างด้วยวิธีการต่างๆ เช่น Manhattan, 
Euclidean และอื่นๆ เป็นต้น จากนั้นก็แปลง
กลับไปเป็นค่าความคล้ายคลึงกันระหว่างผู้ใช ้
	 จากทีย่กตวัอย่างมาข้างต้นจะเหน็ได้ว่า
ในสภาพแวดล้อมของระบบผู้แนะน�ำแบบหลาย
เกณฑ์นั้น จ�ำเป็นต้องรวบรวมข้อมูลความชอบ
ของผู้ใช้ที่มีต่อคุณลักษณะต่างๆ ของไอเทม 
โดยระบบส่วนใหญ่จะอนุญาตให้ผู้ใช้สามารถ
ก�ำหนดค่าคะแนนความชอบต่างๆ เหล่านั้น
โดยตรง (explicitly) เพื่อเก็บเป็นข้อมูลที่จะน�ำ
มาใช้ในการท�ำนายความพึงพอใจของผู้ใช้ใน
ภายหลงั อย่างไรกต็ามการรวบรวมข้อมลูด้วยวธีี
การดังกล่าวมีผลกระทบต่อผู้ใช้ โดยผู้ใช้จะต้อง
ประเมนิความชอบของตนเอง และต้องใช้เวลาใน

การให้ข้อมูลกับระบบเพิ่มมากขึ้น จนอาจท�ำให้
เกิดปัญหาที่เรียกว่า intrusiveness problem  
เมื่อเร็วๆ นี้  นักวิจัยกลุ่มหนึ่ง (Palanivel and 
Sivakumar, 2010) ได้เสนอวธิกีารทีจ่ะแก้ปัญหา
ดังกล่าว โดยน�ำข้อมูลความชอบของผู้ใช้ที่มีต่อ
คณุลกัษณะต่าง ๆ  ของไอเทม ทีไ่ด้มกีารรวบรวม
ไว้แล้วมาวิเคราะห์เพื่อค�ำนวณเป็นข้อมูลตอบ
กลับทางอ้อม (implicit relevance feedback) 
เพื่อที่จะสร้างเป็น user profile ใหม่ และน�ำมา
ใช้ในการแนะน�ำแบบหลายเกณฑ์ อย่างไรก็ตาม
ข้อมลูทีไ่ด้มาจากระบบดงักล่าว สนบัสนนุเฉพาะ
วิธีการแนะน�ำแบบ Collaborative filtering 
เท่านัน้ ดงันัน้ งานวจิยันี ้จงึไม่ได้มุง่เน้นเพยีงแค่
การแก้ปัญหา intrusiveness problem เท่านั้น 
แต่ยังมุ่งเน้นการเพิ่มความสามารถของระบบที่
จะสามารถสนับสนุนวิธีการแนะน�ำในแบบอื่น 
(Knowledge-based) ด้วย 

	 การสร้างข้อมูลโดยรวมแบบไฮบริด 
(HYBRID PROFILING)
	 งานวิจัยได้เสนอวิธีการรวบรวมข้อมูล
ความชอบของผู้ใช้โดยทางอ้อมที่มีแนวคิดจาก
งานของพทิยากบัวเิชยีร (Pittaya and Wichian, 
2010) เพื่อแก้ปัญหาของวิธีการต่างๆที่ได้กล่าว 
มาแล้ว แบบไฮบรดิซึง่ประกอบไปด้วย 4 ขัน้ตอน 
คือ
	 1.รวมข้อมลูความชอบของผูใ้ช้เข้ากบัข้
อมูลคุณลักษณะต่าง ๆ ของไอเทม
	 ขัน้ตอนนีเ้ป็นการผนวกเอาข้อมลูความ
ชอบโดยรวมของผูใ้ช้เข้าทีม่ต่ีอไอเทม (User-Item 
Rating: UIR) เข้ากบัข้อมลูคณุลกัษณะต่างๆ ของ
ไอเทม (Item-Attributes Binary Values: IAB) 
ดงัแสดงในตารางที ่1 และ 2 ตามล�ำดบั ผลจาก
การผนวก UIR และ IAB เข้าด้วยกันจะได้เป็น 
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เมทรกิซ์ใหม่เรยีกว่า User-Item-Attribute Binary 
Value and Ratings (UIABR) ดังแสดงใน
ตารางที่ 3

	 จากตารางที่ 1 สมมติว่าในระบบผู้
แนะน�ำภาพยนตร์มีผู้ใช้จ�ำนวน 5 คน (U = {u1, 
u2, u3, u4, u5}) และมีภาพยนต์จ�ำนวน 7 เรื่อง 
( I = {m1, m2, m3, m4, m5, m6, m7})  ผู้
ใช้สามารถที่จะแสดงความชอบโดยรวมที่มีต่อ
ภาพยนต์แต่ละเรือ่งทีเ่ขาเคยดมูาแล้วในลกัษณะ
ของค่าคะแนน ซึง่มค่ีาอยูใ่นช่วง 1=ชอบน้อยสดุ 
ถึง 5=ชอบมากที่สุด (Ø หมายถึงผู้ใช้นั้นยัง
ไม่เคยดูภาพยนต์เรื่องนั้นมาก่อน) ดังแสดง
ในตารางที่ 1 ส่วนตารางที่ 2 อธิบายเกี่ยวกับ
เนือ้หาของภาพยนตร์ด้วยประเภทของภาพยนตร์ 
ในที่นี้สมมุติว่าในระบบผู้แนะน�ำภาพยนตร์นี้มี
ประเภทภาพยนตร์  7 ประเภท (A = {action,  

adventure, drama, horror, sci-fi, war, western})  
ภาพยนตร ์ แต ่ละ เรื่ อ งจะถูกอธิบายด ้ วย
คุณลักษณะของประเภทภาพยนตร์ ซึ่งในความ 
เป็นจริงแล้วภาพยนตร์แต่ละเรื่องอาจประกอบ 
ไปด้วยหลายประเภทภาพยนตร์

5 
 

1) รวมข้อมูลควำมชอบของผู้ใชเ้ข้ำกับขอ้มลูคุณลักษณะต่ำง ๆ ของไอเทม 
ขั้นตอนน้ีเป็นการผนวกเอาข้อมูลความชอบโดยรวมของผู้ใช้เข้าที่มีต่อไอเทม (User-Item Rating: UIR) เข้ากับข้อมูล

คุณลักษณะต่าง ๆ ของไอเทม (Item-Attributes Binary Values: IAB) ดังแสดงในตารางที่ 1 และ 2 ตามล าดับ ผลจากการ
ผนวก UIR และ IAB เข้าด้วยกันจะได้เป็นเมทริกซ์ใหม่เรียกว่า User-Item-Attribute Binary Value and Ratings (UIABR) 
ดังแสดงใน ตารางที่ 3 

 
ตำรำงที ่1  User-Item Ratings (UIR)  ตารางที ่2 Item-Attribute values (IAB) 

 
m1 m2 m3 m4 m5 m6 m7 

u1 4 0 0 0 2 0 3 
u2 0 2 0 4 0 4 0 
u3 0 3 3 0 0 2 0 
u4 0 3 0 4 0 0 3 
u5 0 3 0 3 0 2 0 

 
 

 
จากตารางที่ 1 สมมติว่าในระบบผู้แนะน าภาพยนตรม์ีผู้ใช้จ านวน 5 คน (U = {u1, u2, u3, u4, u5}) และมีภาพยนต์

จ านวน 7 เรื่อง ( I = {m1, m2, m3, m4, m5, m6, m7})  ผู้ใช้สามารถทีจ่ะแสดงความชอบโดยรวมทีม่ีต่อภาพยนตแ์ต่ละเรื่อง
ที่เขาเคยดมูาแล้วในลักษณะของค่าคะแนน ซึ่งมีค่าอยู่ในช่วง 1=ชอบน้อยสุด ถึง 5=ชอบมากทีสุ่ด (Ø หมายถึงผูใ้ช้นั้นยังไม่
เคยดูภาพยนต์เรื่องนั้นมาก่อน) ดังแสดงในตารางที่ 1 ส่วนตารางที่ 2 อธิบายเกี่ยวกับเนื้อหาของภาพยนตร์ด้วยประเภท
ของภาพยนตร์ ในที่นี้สมมุติวา่ในระบบผู้แนะน าภาพยนตร์นีม้ีประเภทภาพยนตร์  7 ประเภท (A = {action, adventure, 
drama, horror, sci-fi, war, western})  ภาพยนตรแ์ต่ละเรื่องจะถูกอธบิายด้วยคุณลักษณะของประเภทภาพยนตร์ ซึ่งใน
ความเป็นจริงแล้วภาพยนตร์แตล่ะเร่ืองอาจประกอบไปด้วยหลายประเภทภาพยนตร์   
 

ตำรำงที ่3 User-Item-Attribute Binary Value and Ratings (UIABR) 

  
Action Advent Drama Horror Sci-fi War Western Overall 

u1 
m1 1 1 0 0 0 0 1 4 
m5 1 0 0 0 0 0 0 2 
m7 1 0 0 0 0 1 1 3 

u2 
m2 0 0 1 0 0 0 0 2 
m4 1 1 1 0 0 1 0 4 
m6 0 1 1 0 0 0 0 4 

u3 
m2 0 0 1 0 0 0 0 3 
m3 0 0 0 1 1 0 0 3 
m6 0 1 1 0 0 0 0 2 

u4 

m2 0 0 1 0 0 0 0 3 
m4 1 1 1 0 0 1 0 4 
m5 1 0 0 0 0 0 0 3 
m7 1 0 0 0 0 1 1 3 

u5 
m2 0 0 1 0 0 0 0 3 
m4 1 1 1 0 0 1 0 3 
m6 0 1 1 0 0 0 0 2 

 
Action Advent Drama Horror Sci-fi War Western 

m1 1 1 0 0 0 0 1 
m2 0 0 1 0 0 0 0 
m3 0 0 0 1 1 0 0 
m4 1 1 1 0 0 1 0 
m5 1 0 0 0 0 0 0 
m6 0 1 1 0 0 0 0 
m7 1 0 0 0 0 1 1 

ตารางที่ 1  User-Item Ratings (UIR)	
5 

 

1) รวมข้อมูลควำมชอบของผู้ใชเ้ข้ำกับขอ้มลูคุณลักษณะต่ำง ๆ ของไอเทม 
ขั้นตอนน้ีเป็นการผนวกเอาข้อมูลความชอบโดยรวมของผู้ใช้เข้าที่มีต่อไอเทม (User-Item Rating: UIR) เข้ากับข้อมูล

คุณลักษณะต่าง ๆ ของไอเทม (Item-Attributes Binary Values: IAB) ดังแสดงในตารางที่ 1 และ 2 ตามล าดับ ผลจากการ
ผนวก UIR และ IAB เข้าด้วยกันจะได้เป็นเมทริกซ์ใหม่เรียกว่า User-Item-Attribute Binary Value and Ratings (UIABR) 
ดังแสดงใน ตารางที่ 3 

 
ตำรำงที ่1  User-Item Ratings (UIR)  ตารางที ่2 Item-Attribute values (IAB) 

 
m1 m2 m3 m4 m5 m6 m7 

u1 4 0 0 0 2 0 3 
u2 0 2 0 4 0 4 0 
u3 0 3 3 0 0 2 0 
u4 0 3 0 4 0 0 3 
u5 0 3 0 3 0 2 0 

 
 

 
จากตารางที่ 1 สมมติว่าในระบบผู้แนะน าภาพยนตรม์ีผู้ใช้จ านวน 5 คน (U = {u1, u2, u3, u4, u5}) และมีภาพยนต์

จ านวน 7 เรื่อง ( I = {m1, m2, m3, m4, m5, m6, m7})  ผู้ใช้สามารถทีจ่ะแสดงความชอบโดยรวมทีม่ีต่อภาพยนตแ์ต่ละเรื่อง
ที่เขาเคยดมูาแล้วในลักษณะของค่าคะแนน ซึ่งมีค่าอยู่ในช่วง 1=ชอบน้อยสุด ถึง 5=ชอบมากทีสุ่ด (Ø หมายถึงผูใ้ช้นั้นยังไม่
เคยดูภาพยนต์เรื่องนั้นมาก่อน) ดังแสดงในตารางที่ 1 ส่วนตารางที่ 2 อธิบายเกี่ยวกับเนื้อหาของภาพยนตร์ด้วยประเภท
ของภาพยนตร์ ในที่นี้สมมุติวา่ในระบบผู้แนะน าภาพยนตร์นีม้ีประเภทภาพยนตร์  7 ประเภท (A = {action, adventure, 
drama, horror, sci-fi, war, western})  ภาพยนตรแ์ต่ละเรื่องจะถูกอธบิายด้วยคุณลักษณะของประเภทภาพยนตร์ ซึ่งใน
ความเป็นจริงแล้วภาพยนตร์แตล่ะเร่ืองอาจประกอบไปด้วยหลายประเภทภาพยนตร์   
 

ตำรำงที ่3 User-Item-Attribute Binary Value and Ratings (UIABR) 

  
Action Advent Drama Horror Sci-fi War Western Overall 

u1 
m1 1 1 0 0 0 0 1 4 
m5 1 0 0 0 0 0 0 2 
m7 1 0 0 0 0 1 1 3 

u2 
m2 0 0 1 0 0 0 0 2 
m4 1 1 1 0 0 1 0 4 
m6 0 1 1 0 0 0 0 4 

u3 
m2 0 0 1 0 0 0 0 3 
m3 0 0 0 1 1 0 0 3 
m6 0 1 1 0 0 0 0 2 

u4 

m2 0 0 1 0 0 0 0 3 
m4 1 1 1 0 0 1 0 4 
m5 1 0 0 0 0 0 0 3 
m7 1 0 0 0 0 1 1 3 

u5 
m2 0 0 1 0 0 0 0 3 
m4 1 1 1 0 0 1 0 3 
m6 0 1 1 0 0 0 0 2 

 
Action Advent Drama Horror Sci-fi War Western 

m1 1 1 0 0 0 0 1 
m2 0 0 1 0 0 0 0 
m3 0 0 0 1 1 0 0 
m4 1 1 1 0 0 1 0 
m5 1 0 0 0 0 0 0 
m6 0 1 1 0 0 0 0 
m7 1 0 0 0 0 1 1 

ตารางที่ 2 Item-Attribute values (IAB)
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	 ตัวอย่างเช่น ภาพยนตร์เรื่องที่ 6 ถูก
อธิบายด้วยประเภทภาพยนตร์ 2 ประเภทคือ 
adventure และ drama  โดยทั่วไปข้อมูลเกี่ยว
กับประเภทของภาพยนตร์นี้จะถูกแทนด้วยค่า 
0=ไม่มีคุณลักษณะ และ 1=มีคุณลักษณะ ถ้า
สังเกตุให้ดีจะพบว่าใน UIR และ IAB จะมีข้อมูล
เกีย่วกบั id ของภาพยนตรเ์หมอืนกนั ดงันัน้ เรา
จงึสามารถน�ำข้อมลูจากทัง้สองตาราง มารวมเข้า
ด้วยกันโดยอาศัย id ของภาพยนตร์ ดังแสดงใน
ตารางที่ 3
	 2. ค�ำนวณหาค่า global criteria 
weights ของผู้ใช้
	 ขั้นตอนนี้เป็นการน�ำเอาข้อมูลผลลัพธ์
ที่ได้จากขั้นตอนที่ 1 มาท�ำการวิเคราะห์เพื่อ
ค�ำนวณหาค่า global criteria weights ของผู้
ใช้แต่ละคน ค่า global criteria weights ของ
ผูใ้ช้เป็นค่าทีแ่สดงความชอบเกีย่วกบัคณุลกัษณะ
ทั่วไป (เช่น ประเภทภาพยนตร์) ของภาพยนตร์
ที่ผู้ใช้ชอบ เป็นความชอบที่ไม่ได้เฉพาะเจาะจง

5 
 

1) รวมข้อมูลควำมชอบของผู้ใชเ้ข้ำกับขอ้มลูคุณลักษณะต่ำง ๆ ของไอเทม 
ขั้นตอนน้ีเป็นการผนวกเอาข้อมูลความชอบโดยรวมของผู้ใช้เข้าที่มีต่อไอเทม (User-Item Rating: UIR) เข้ากับข้อมูล

คุณลักษณะต่าง ๆ ของไอเทม (Item-Attributes Binary Values: IAB) ดังแสดงในตารางที่ 1 และ 2 ตามล าดับ ผลจากการ
ผนวก UIR และ IAB เข้าด้วยกันจะได้เป็นเมทริกซ์ใหม่เรียกว่า User-Item-Attribute Binary Value and Ratings (UIABR) 
ดังแสดงใน ตารางที่ 3 

 
ตำรำงที ่1  User-Item Ratings (UIR)  ตารางที ่2 Item-Attribute values (IAB) 

 
m1 m2 m3 m4 m5 m6 m7 

u1 4 0 0 0 2 0 3 
u2 0 2 0 4 0 4 0 
u3 0 3 3 0 0 2 0 
u4 0 3 0 4 0 0 3 
u5 0 3 0 3 0 2 0 

 
 

 
จากตารางที่ 1 สมมติว่าในระบบผู้แนะน าภาพยนตรม์ีผู้ใช้จ านวน 5 คน (U = {u1, u2, u3, u4, u5}) และมีภาพยนต์

จ านวน 7 เรื่อง ( I = {m1, m2, m3, m4, m5, m6, m7})  ผู้ใช้สามารถทีจ่ะแสดงความชอบโดยรวมทีม่ีต่อภาพยนตแ์ต่ละเรื่อง
ที่เขาเคยดมูาแล้วในลักษณะของค่าคะแนน ซึ่งมีค่าอยู่ในช่วง 1=ชอบน้อยสุด ถึง 5=ชอบมากทีสุ่ด (Ø หมายถึงผูใ้ช้นั้นยังไม่
เคยดูภาพยนต์เรื่องนั้นมาก่อน) ดังแสดงในตารางที่ 1 ส่วนตารางที่ 2 อธิบายเกี่ยวกับเนื้อหาของภาพยนตร์ด้วยประเภท
ของภาพยนตร์ ในที่นี้สมมุติวา่ในระบบผู้แนะน าภาพยนตร์นีม้ีประเภทภาพยนตร์  7 ประเภท (A = {action, adventure, 
drama, horror, sci-fi, war, western})  ภาพยนตรแ์ต่ละเรื่องจะถูกอธบิายด้วยคุณลักษณะของประเภทภาพยนตร์ ซึ่งใน
ความเป็นจริงแล้วภาพยนตร์แตล่ะเร่ืองอาจประกอบไปด้วยหลายประเภทภาพยนตร์   
 

ตำรำงที ่3 User-Item-Attribute Binary Value and Ratings (UIABR) 

  
Action Advent Drama Horror Sci-fi War Western Overall 

u1 
m1 1 1 0 0 0 0 1 4 
m5 1 0 0 0 0 0 0 2 
m7 1 0 0 0 0 1 1 3 

u2 
m2 0 0 1 0 0 0 0 2 
m4 1 1 1 0 0 1 0 4 
m6 0 1 1 0 0 0 0 4 

u3 
m2 0 0 1 0 0 0 0 3 
m3 0 0 0 1 1 0 0 3 
m6 0 1 1 0 0 0 0 2 

u4 

m2 0 0 1 0 0 0 0 3 
m4 1 1 1 0 0 1 0 4 
m5 1 0 0 0 0 0 0 3 
m7 1 0 0 0 0 1 1 3 

u5 
m2 0 0 1 0 0 0 0 3 
m4 1 1 1 0 0 1 0 3 
m6 0 1 1 0 0 0 0 2 

 
Action Advent Drama Horror Sci-fi War Western 

m1 1 1 0 0 0 0 1 
m2 0 0 1 0 0 0 0 
m3 0 0 0 1 1 0 0 
m4 1 1 1 0 0 1 0 
m5 1 0 0 0 0 0 0 
m6 0 1 1 0 0 0 0 
m7 1 0 0 0 0 1 1 

ว่าจะดูภาพยนตร์เรื่องใหน ตัวอย่างเช่น ถ้าถาม
ว่าคุณชอบดูภาพยนตร์แนวใหน เราอาจจะตอบ
ว่าแนว action กับ adventure โดยที่ไม่ได้ระบุ
ว่าเป็นภาพยนตร์เรื่องใด เป็นต้น เนื่องจากว่า 
โดยปกตถ้ิาคนเราชอบดภูาพยนตร์แนวใหนกม็กั
จะเลือกดูแนวที่ตัวเองชอบนั้นบ่อยๆ ดังนั้นเรา
สามารถระบุได้ว่าเขาสนใจภาพยนตร์แนวใหน
เป็นพิเศษ โดยพิจารณาจากค่าความถี่ในการ
เลือกดูภาพยนตร์แต่ละประเภทนั่นเอง ตัวอย่าง
เช่น จากข้อมูลของผู้ใช้คนที่ 4 ในตารางที่ 3 จะ
เห็นว่าเขาได้เลือกชมภาพยนตร์ทั้งหมด 4 เรื่อง
คือ เรื่องที่ 2, 4, 5 และ 7 จากการสังเกตข้อมูล
การชมภาพยนตร์ของเขา พบว่าภาพยนตร์ที่เขา
เลือกชมบ่อยที่สุดจะเป็นแนว  action ดังนั้นเรา
จึงพอสรุปในเบื้องต้นได้ว่าเขาชอบภาพยนตร์
แนว action มากที่สุดเป็นต้น 
	 โดยสรุป ค่า global criteria weights 
ของผูใ้ช้สามารถค�ำนวณได้โดยนบัจ�ำนวนความถี่
ของประเภทภาพยนตร์ที่ผู้ใช้เกี่ยวข้อง จากนั้น
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จึงปรับเปลี่ยนค่าความถี่ของแต่ละประเภทของ
ภาพยนตร์ให้อยู่ในช่วงค่าคะแนนระหว่าง 0 ถึง 
1 ซึ่งสามารถเขียนเป็นสมการได้ ดังสมการที่ 8

6 
 

ตัวอย่างเช่น ภาพยนตร์เรื่องที่ 6 ถูกอธิบายด้วยประเภทภาพยนตร์ 2 ประเภทคือ adventure และ drama  โดยทั่วไป
ข้อมูลเกี่ยวกบัประเภทของภาพยนตร์นี้จะถูกแทนด้วยค่า 0=ไมม่ีคุณลักษณะ และ  1=มีคุณลักษณะ ถ้าสังเกตุให้ดจีะพบว่า
ใน UIR และ IAB จะมขี้อมูลเกี่ยวกับ id ของภาพยนตร์เหมอืนกัน ดังนั้น เราจึงสามารถน าข้อมูลจากทั้งสองตาราง มา
รวมเข้าดว้ยกันโดยอาศัย id ของภาพยนตร ์ดังแสดงในตารางที ่3 

 
2) ค ำนวณหำค่ำ global criteria weights ของผู้ใช ้
ขั้นตอนน้ีเป็นการน าเอาข้อมูลผลลัพธ์ที่ได้จากขั้นตอนที่ 1 มาท าการวิเคราะห์เพื่อค านวณหาค่า global criteria 

weights ของผูใ้ชแ้ต่ละคน ค่า global criteria weights ของผูใ้ช้เป็นค่าทีแ่สดงความชอบเก่ียวกับคุณลักษณะทั่วไป (เช่น 
ประเภทภาพยนตร)์ ของภาพยนตร์ที่ผู้ใช้ชอบ เป็นความชอบที่ไม่ได้เฉพาะเจาะจงว่าจะดูภาพยนตร์เร่ืองใหน ตัวอย่างเช่น 
ถ้าถามว่าคุณชอบดูภาพยนตรแ์นวใหน เราอาจจะตอบว่าแนว action กับ adventure โดยที่ไม่ได้ระบุว่าเป็นภาพยนตร์เรื่อง
ใด เป็นต้น เน่ืองจากว่า โดยปกติถ้าคนเราชอบดูภาพยนตรแ์นวใหนกม็ักจะเลือกดูแนวที่ตวัเองชอบนั้นบ่อย ๆ ดังนั้นเรา
สามารถระบุได้ว่าเขาสนใจภาพยนตร์แนวใหนเป็นพิเศษ โดยพจิารณาจากค่าความถี่ในการเลือกดูภาพยนตรแ์ต่ละประเภท
นั่นเอง ตัวอย่างเช่น จากข้อมูลของผู้ใช้คนที่ 4 ในตารางที่ 3 จะเห็นว่าเขาได้เลือกชมภาพยนตร์ทั้งหมด 4 เรื่องคือ เรื่องที ่
2, 4, 5 และ 7 จากการสังเกตข้อมูลการชมภาพยนตร์ของเขา พบว่าภาพยนตร์ที่เขาเลือกชมบ่อยที่สุดจะเป็นแนว  action 
ดังนั้นเราจึงพอสรุปในเบื้องต้นได้ว่าเขาชอบภาพยนตร์แนว action มากที่สุดเป็นต้น  

โดยสรุป ค่า global criteria weights ของผู้ใช้สามารถค านวณได้โดยนับจ านวนความถีข่องประเภทภาพยนตร์ที่ผูใ้ช้
เกี่ยวข้อง จากน้ันจึงปรับเปล่ียนค่าความถีข่องแต่ละประเภทของภาพยนตรใ์ห้อยู่ในช่วงค่าคะแนนระหว่าง 0 ถึง 1 ซึ่ง
สามารถเขียนเป็นสมการได้ ดังสมการที่ 8 

(8) 
 
เมื่อก าหนดให ้ Ix แทนเซตของภาพยนตร์ทีถู่กก าหนดค่าความชอบโดยผู้ใช้ x และให ้  bi,a  แทนค่าของแต่ละประเภท
ภาพยนตรข์องภาพยนตร์เร่ืองที ่ i โดยที่ 1= เป็นภาพยนตร์ประเภทนั้น, 0 = ไม่ใช่ภาพยนตร์ประเภทนั้น. ส าหรับตัวคูณ h 
เป็นค่า normalization factor ซึ่งถูกนิยามไว้ดังสมการที่ 9 โดยที่ Ai จะแทนเซตของคุณลักษณะ (ประเภทภาพยนตร)์ ของ
ภาพยนตร์เร่ืองที ่i 
 

 (9) 
 
ตัวอย่าง การค านวณ global criteria weigh ของผู้ใช้คนที่ 4 
 

gu4,action = 3/3 = 1.0, gu4,adventure = 1/3 = 0.333, gu4,drama = 2/3 = 0.667 
gu4,war = 2/3 = 0.667, gu4,western = 1/3 = 0.333 

 
ตารางที่ 4 แสดงค่า global criteria weights ของผูใ้ชท้ั้งหมดที่ได้จากการค านวณ ซึ่งตารางนี้ถูกเรียกว่า User-

Attribute-Weights (UAW) จากตัวอย่างที่น าเสนอในข้างต้น เราสามารถอธิบายคุณลักษณะของผู้ใช้คนที่สองได้ด้วย global 
criteria weights ของเขา โดยสามารถเขยีนในรูปของ vector ได้ ดังนี้  gu4  = (1.0, 0.333, 0.667, 0, 0, 0.667, 0.333) 
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ตัวอย่างเช่น ภาพยนตร์เรื่องที่ 6 ถูกอธิบายด้วยประเภทภาพยนตร์ 2 ประเภทคือ adventure และ drama  โดยทั่วไป
ข้อมูลเกี่ยวกบัประเภทของภาพยนตร์นี้จะถูกแทนด้วยค่า 0=ไมม่ีคุณลักษณะ และ  1=มีคุณลักษณะ ถ้าสังเกตุให้ดจีะพบว่า
ใน UIR และ IAB จะมขี้อมูลเกี่ยวกับ id ของภาพยนตร์เหมอืนกัน ดังนั้น เราจึงสามารถน าข้อมูลจากทั้งสองตาราง มา
รวมเข้าดว้ยกันโดยอาศัย id ของภาพยนตร ์ดังแสดงในตารางที ่3 

 
2) ค ำนวณหำค่ำ global criteria weights ของผู้ใช ้
ขั้นตอนน้ีเป็นการน าเอาข้อมูลผลลัพธ์ที่ได้จากขั้นตอนที่ 1 มาท าการวิเคราะห์เพื่อค านวณหาค่า global criteria 

weights ของผูใ้ชแ้ต่ละคน ค่า global criteria weights ของผูใ้ช้เป็นค่าทีแ่สดงความชอบเก่ียวกับคุณลักษณะทั่วไป (เช่น 
ประเภทภาพยนตร)์ ของภาพยนตร์ที่ผู้ใช้ชอบ เป็นความชอบที่ไม่ได้เฉพาะเจาะจงว่าจะดูภาพยนตร์เร่ืองใหน ตัวอย่างเช่น 
ถ้าถามว่าคุณชอบดูภาพยนตรแ์นวใหน เราอาจจะตอบว่าแนว action กับ adventure โดยที่ไม่ได้ระบุว่าเป็นภาพยนตร์เรื่อง
ใด เป็นต้น เน่ืองจากว่า โดยปกติถ้าคนเราชอบดูภาพยนตรแ์นวใหนกม็ักจะเลือกดูแนวที่ตวัเองชอบนั้นบ่อย ๆ ดังนั้นเรา
สามารถระบุได้ว่าเขาสนใจภาพยนตร์แนวใหนเป็นพิเศษ โดยพจิารณาจากค่าความถี่ในการเลือกดูภาพยนตรแ์ต่ละประเภท
นั่นเอง ตัวอย่างเช่น จากข้อมูลของผู้ใช้คนที่ 4 ในตารางที่ 3 จะเห็นว่าเขาได้เลือกชมภาพยนตร์ทั้งหมด 4 เรื่องคือ เรื่องที ่
2, 4, 5 และ 7 จากการสังเกตข้อมูลการชมภาพยนตร์ของเขา พบว่าภาพยนตร์ที่เขาเลือกชมบ่อยที่สุดจะเป็นแนว  action 
ดังนั้นเราจึงพอสรุปในเบื้องต้นได้ว่าเขาชอบภาพยนตร์แนว action มากที่สุดเป็นต้น  

โดยสรุป ค่า global criteria weights ของผู้ใช้สามารถค านวณได้โดยนับจ านวนความถีข่องประเภทภาพยนตร์ที่ผูใ้ช้
เกี่ยวข้อง จากน้ันจึงปรับเปล่ียนค่าความถีข่องแต่ละประเภทของภาพยนตรใ์ห้อยู่ในช่วงค่าคะแนนระหว่าง 0 ถึง 1 ซึ่ง
สามารถเขียนเป็นสมการได้ ดังสมการที่ 8 

(8) 
 
เมื่อก าหนดให ้ Ix แทนเซตของภาพยนตร์ทีถู่กก าหนดค่าความชอบโดยผู้ใช้ x และให ้  bi,a  แทนค่าของแต่ละประเภท
ภาพยนตรข์องภาพยนตร์เร่ืองที ่ i โดยที่ 1= เป็นภาพยนตร์ประเภทนั้น, 0 = ไม่ใช่ภาพยนตร์ประเภทนั้น. ส าหรับตัวคูณ h 
เป็นค่า normalization factor ซึ่งถูกนิยามไว้ดังสมการที่ 9 โดยที่ Ai จะแทนเซตของคุณลักษณะ (ประเภทภาพยนตร)์ ของ
ภาพยนตร์เร่ืองที ่i 
 

 (9) 
 
ตัวอย่าง การค านวณ global criteria weigh ของผู้ใช้คนที่ 4 
 

gu4,action = 3/3 = 1.0, gu4,adventure = 1/3 = 0.333, gu4,drama = 2/3 = 0.667 
gu4,war = 2/3 = 0.667, gu4,western = 1/3 = 0.333 

 
ตารางที่ 4 แสดงค่า global criteria weights ของผูใ้ชท้ั้งหมดที่ได้จากการค านวณ ซึ่งตารางนี้ถูกเรียกว่า User-

Attribute-Weights (UAW) จากตัวอย่างที่น าเสนอในข้างต้น เราสามารถอธิบายคุณลักษณะของผู้ใช้คนที่สองได้ด้วย global 
criteria weights ของเขา โดยสามารถเขยีนในรูปของ vector ได้ ดังนี้  gu4  = (1.0, 0.333, 0.667, 0, 0, 0.667, 0.333) 

  
  

,, 



xIi

aiax bhg  

)b(/h
x

i Ii
i,aAa 


 max1  

เมื่อก�ำหนดให้ Ix แทนเซตของภาพยนตร์ที่ถูก
ก�ำหนดค่าความชอบโดยผูใ้ช้ x และให้  bi,a แทน
ค่าของแต่ละประเภทภาพยนตร์ของภาพยนตร์
เรื่องที่ i โดยที่ 1= เป็นภาพยนตร์ประเภทนั้น, 
0 = ไม่ใช่ภาพยนตร์ประเภทนัน้. ส�ำหรบัตวัคณู h 
เป็นค่า normalization factor ซึ่งถูกนิยามไว้ดัง
สมการที ่9 โดยที ่Ai จะแทนเซตของคณุลกัษณะ 
(ประเภทภาพยนตร์) ของภาพยนตร์เรื่องที่ i
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ตัวอย่างเช่น ภาพยนตร์เรื่องที่ 6 ถูกอธิบายด้วยประเภทภาพยนตร์ 2 ประเภทคือ adventure และ drama  โดยทั่วไป
ข้อมูลเกี่ยวกบัประเภทของภาพยนตร์นี้จะถูกแทนด้วยค่า 0=ไมม่ีคุณลักษณะ และ  1=มีคุณลักษณะ ถ้าสังเกตุให้ดจีะพบว่า
ใน UIR และ IAB จะมขี้อมูลเกี่ยวกับ id ของภาพยนตร์เหมอืนกัน ดังนั้น เราจึงสามารถน าข้อมูลจากทั้งสองตาราง มา
รวมเข้าดว้ยกันโดยอาศัย id ของภาพยนตร ์ดังแสดงในตารางที ่3 

 
2) ค ำนวณหำค่ำ global criteria weights ของผู้ใช ้
ขั้นตอนน้ีเป็นการน าเอาข้อมูลผลลัพธ์ที่ได้จากขั้นตอนที่ 1 มาท าการวิเคราะห์เพื่อค านวณหาค่า global criteria 

weights ของผูใ้ชแ้ต่ละคน ค่า global criteria weights ของผูใ้ช้เป็นค่าทีแ่สดงความชอบเก่ียวกับคุณลักษณะทั่วไป (เช่น 
ประเภทภาพยนตร)์ ของภาพยนตร์ที่ผู้ใช้ชอบ เป็นความชอบที่ไม่ได้เฉพาะเจาะจงว่าจะดูภาพยนตร์เร่ืองใหน ตัวอย่างเช่น 
ถ้าถามว่าคุณชอบดูภาพยนตรแ์นวใหน เราอาจจะตอบว่าแนว action กับ adventure โดยที่ไม่ได้ระบุว่าเป็นภาพยนตร์เรื่อง
ใด เป็นต้น เน่ืองจากว่า โดยปกติถ้าคนเราชอบดูภาพยนตรแ์นวใหนกม็ักจะเลือกดูแนวที่ตวัเองชอบนั้นบ่อย ๆ ดังนั้นเรา
สามารถระบุได้ว่าเขาสนใจภาพยนตร์แนวใหนเป็นพิเศษ โดยพจิารณาจากค่าความถี่ในการเลือกดูภาพยนตรแ์ต่ละประเภท
นั่นเอง ตัวอย่างเช่น จากข้อมูลของผู้ใช้คนที่ 4 ในตารางที่ 3 จะเห็นว่าเขาได้เลือกชมภาพยนตร์ทั้งหมด 4 เรื่องคือ เรื่องที ่
2, 4, 5 และ 7 จากการสังเกตข้อมูลการชมภาพยนตร์ของเขา พบว่าภาพยนตร์ที่เขาเลือกชมบ่อยที่สุดจะเป็นแนว  action 
ดังนั้นเราจึงพอสรุปในเบ้ืองต้นได้ว่าเขาชอบภาพยนตร์แนว action มากที่สุดเป็นต้น  

โดยสรุป ค่า global criteria weights ของผู้ใช้สามารถค านวณได้โดยนับจ านวนความถีข่องประเภทภาพยนตร์ที่ผูใ้ช้
เกี่ยวข้อง จากน้ันจึงปรับเปล่ียนค่าความถีข่องแต่ละประเภทของภาพยนตรใ์ห้อยู่ในช่วงค่าคะแนนระหว่าง 0 ถึง 1 ซึ่ง
สามารถเขียนเป็นสมการได้ ดังสมการที่ 8 

(8) 
 
เมื่อก าหนดให ้ Ix แทนเซตของภาพยนตร์ทีถู่กก าหนดค่าความชอบโดยผู้ใช้ x และให ้  bi,a  แทนค่าของแต่ละประเภท
ภาพยนตรข์องภาพยนตร์เร่ืองที ่ i โดยที่ 1= เป็นภาพยนตร์ประเภทนั้น, 0 = ไม่ใช่ภาพยนตร์ประเภทนั้น. ส าหรับตัวคูณ h 
เป็นค่า normalization factor ซึ่งถูกนิยามไว้ดังสมการที่ 9 โดยที่ Ai จะแทนเซตของคุณลักษณะ (ประเภทภาพยนตร)์ ของ
ภาพยนตร์เร่ืองที ่i 
 

 (9) 
 
ตัวอย่าง การค านวณ global criteria weigh ของผู้ใช้คนที่ 4 
 

gu4,action = 3/3 = 1.0, gu4,adventure = 1/3 = 0.333, gu4,drama = 2/3 = 0.667 
gu4,war = 2/3 = 0.667, gu4,western = 1/3 = 0.333 

 
ตารางที่ 4 แสดงค่า global criteria weights ของผูใ้ชท้ั้งหมดที่ได้จากการค านวณ ซึ่งตารางนี้ถูกเรียกว่า User-

Attribute-Weights (UAW) จากตัวอย่างที่น าเสนอในข้างต้น เราสามารถอธิบายคุณลักษณะของผู้ใช้คนที่สองได้ด้วย global 
criteria weights ของเขา โดยสามารถเขยีนในรูปของ vector ได้ ดังนี้  gu4  = (1.0, 0.333, 0.667, 0, 0, 0.667, 0.333) 
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ตัวอย่างเช่น ภาพยนตร์เรื่องที่ 6 ถูกอธิบายด้วยประเภทภาพยนตร์ 2 ประเภทคือ adventure และ drama  โดยทั่วไป
ข้อมูลเกี่ยวกบัประเภทของภาพยนตร์นี้จะถูกแทนด้วยค่า 0=ไมม่ีคุณลักษณะ และ  1=มีคุณลักษณะ ถ้าสังเกตุให้ดจีะพบว่า
ใน UIR และ IAB จะมขี้อมูลเกี่ยวกับ id ของภาพยนตร์เหมอืนกัน ดังนั้น เราจึงสามารถน าข้อมูลจากทั้งสองตาราง มา
รวมเข้าดว้ยกันโดยอาศัย id ของภาพยนตร ์ดังแสดงในตารางที ่3 

 
2) ค ำนวณหำค่ำ global criteria weights ของผู้ใช ้
ขั้นตอนน้ีเป็นการน าเอาข้อมูลผลลัพธ์ที่ได้จากขั้นตอนที่ 1 มาท าการวิเคราะห์เพื่อค านวณหาค่า global criteria 

weights ของผูใ้ชแ้ต่ละคน ค่า global criteria weights ของผูใ้ช้เป็นค่าทีแ่สดงความชอบเก่ียวกับคุณลักษณะทั่วไป (เช่น 
ประเภทภาพยนตร)์ ของภาพยนตร์ที่ผู้ใช้ชอบ เป็นความชอบที่ไม่ได้เฉพาะเจาะจงว่าจะดูภาพยนตร์เร่ืองใหน ตัวอย่างเช่น 
ถ้าถามว่าคุณชอบดูภาพยนตรแ์นวใหน เราอาจจะตอบว่าแนว action กับ adventure โดยที่ไม่ได้ระบุว่าเป็นภาพยนตร์เรื่อง
ใด เป็นต้น เน่ืองจากว่า โดยปกติถ้าคนเราชอบดูภาพยนตรแ์นวใหนกม็ักจะเลือกดูแนวที่ตวัเองชอบนั้นบ่อย ๆ ดังนั้นเรา
สามารถระบุได้ว่าเขาสนใจภาพยนตร์แนวใหนเป็นพิเศษ โดยพจิารณาจากค่าความถี่ในการเลือกดูภาพยนตรแ์ต่ละประเภท
นั่นเอง ตัวอย่างเช่น จากข้อมูลของผู้ใช้คนที่ 4 ในตารางที่ 3 จะเห็นว่าเขาได้เลือกชมภาพยนตร์ทั้งหมด 4 เรื่องคือ เรื่องที ่
2, 4, 5 และ 7 จากการสังเกตข้อมูลการชมภาพยนตร์ของเขา พบว่าภาพยนตร์ที่เขาเลือกชมบ่อยที่สุดจะเป็นแนว  action 
ดังนั้นเราจึงพอสรุปในเบื้องต้นได้ว่าเขาชอบภาพยนตร์แนว action มากที่สุดเป็นต้น  

โดยสรุป ค่า global criteria weights ของผู้ใช้สามารถค านวณได้โดยนับจ านวนความถีข่องประเภทภาพยนตร์ที่ผูใ้ช้
เกี่ยวข้อง จากน้ันจึงปรับเปล่ียนค่าความถีข่องแต่ละประเภทของภาพยนตรใ์ห้อยู่ในช่วงค่าคะแนนระหว่าง 0 ถึง 1 ซึ่ง
สามารถเขียนเป็นสมการได้ ดังสมการที่ 8 
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เมื่อก าหนดให ้ Ix แทนเซตของภาพยนตร์ทีถู่กก าหนดค่าความชอบโดยผู้ใช้ x และให ้  bi,a  แทนค่าของแต่ละประเภท
ภาพยนตรข์องภาพยนตร์เร่ืองที ่ i โดยที่ 1= เป็นภาพยนตร์ประเภทนั้น, 0 = ไม่ใช่ภาพยนตร์ประเภทนั้น. ส าหรับตัวคูณ h 
เป็นค่า normalization factor ซึ่งถูกนิยามไว้ดังสมการที่ 9 โดยที่ Ai จะแทนเซตของคุณลักษณะ (ประเภทภาพยนตร)์ ของ
ภาพยนตร์เร่ืองที ่i 
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ตัวอย่าง การค านวณ global criteria weigh ของผู้ใช้คนที่ 4 
 

gu4,action = 3/3 = 1.0, gu4,adventure = 1/3 = 0.333, gu4,drama = 2/3 = 0.667 
gu4,war = 2/3 = 0.667, gu4,western = 1/3 = 0.333 

 
ตารางที่ 4 แสดงค่า global criteria weights ของผูใ้ชท้ั้งหมดที่ได้จากการค านวณ ซึ่งตารางนี้ถูกเรียกว่า User-
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ตัวอย่างเช่น ภาพยนตร์เรื่องที่ 6 ถูกอธิบายด้วยประเภทภาพยนตร์ 2 ประเภทคือ adventure และ drama  โดยทั่วไป
ข้อมูลเกี่ยวกบัประเภทของภาพยนตร์นี้จะถูกแทนด้วยค่า 0=ไมม่ีคุณลักษณะ และ  1=มีคุณลักษณะ ถ้าสังเกตุให้ดจีะพบว่า
ใน UIR และ IAB จะมขี้อมูลเกี่ยวกับ id ของภาพยนตร์เหมอืนกัน ดังนั้น เราจึงสามารถน าข้อมูลจากทั้งสองตาราง มา
รวมเข้าดว้ยกันโดยอาศัย id ของภาพยนตร ์ดังแสดงในตารางที ่3 

 
2) ค ำนวณหำค่ำ global criteria weights ของผู้ใช ้
ขั้นตอนน้ีเป็นการน าเอาข้อมูลผลลัพธ์ที่ได้จากขั้นตอนที่ 1 มาท าการวิเคราะห์เพื่อค านวณหาค่า global criteria 

weights ของผูใ้ชแ้ต่ละคน ค่า global criteria weights ของผูใ้ช้เป็นค่าทีแ่สดงความชอบเก่ียวกับคุณลักษณะทั่วไป (เช่น 
ประเภทภาพยนตร)์ ของภาพยนตร์ที่ผู้ใช้ชอบ เป็นความชอบที่ไม่ได้เฉพาะเจาะจงว่าจะดูภาพยนตร์เร่ืองใหน ตัวอย่างเช่น 
ถ้าถามว่าคุณชอบดูภาพยนตรแ์นวใหน เราอาจจะตอบว่าแนว action กับ adventure โดยที่ไม่ได้ระบุว่าเป็นภาพยนตร์เรื่อง
ใด เป็นต้น เน่ืองจากว่า โดยปกติถ้าคนเราชอบดูภาพยนตรแ์นวใหนกม็ักจะเลือกดูแนวที่ตวัเองชอบนั้นบ่อย ๆ ดังนั้นเรา
สามารถระบุได้ว่าเขาสนใจภาพยนตร์แนวใหนเป็นพิเศษ โดยพจิารณาจากค่าความถี่ในการเลือกดูภาพยนตรแ์ต่ละประเภท
นั่นเอง ตัวอย่างเช่น จากข้อมูลของผู้ใช้คนที่ 4 ในตารางที่ 3 จะเห็นว่าเขาได้เลือกชมภาพยนตร์ทั้งหมด 4 เรื่องคือ เรื่องที ่
2, 4, 5 และ 7 จากการสังเกตข้อมูลการชมภาพยนตร์ของเขา พบว่าภาพยนตร์ที่เขาเลือกชมบ่อยที่สุดจะเป็นแนว  action 
ดังนั้นเราจึงพอสรุปในเบื้องต้นได้ว่าเขาชอบภาพยนตร์แนว action มากที่สุดเป็นต้น  

โดยสรุป ค่า global criteria weights ของผู้ใช้สามารถค านวณได้โดยนับจ านวนความถีข่องประเภทภาพยนตร์ที่ผูใ้ช้
เกี่ยวข้อง จากน้ันจึงปรับเปล่ียนค่าความถีข่องแต่ละประเภทของภาพยนตรใ์ห้อยู่ในช่วงค่าคะแนนระหว่าง 0 ถึง 1 ซึ่ง
สามารถเขียนเป็นสมการได้ ดังสมการที่ 8 

(8) 
 
เมื่อก าหนดให ้ Ix แทนเซตของภาพยนตร์ทีถู่กก าหนดค่าความชอบโดยผู้ใช้ x และให ้  bi,a  แทนค่าของแต่ละประเภท
ภาพยนตรข์องภาพยนตร์เร่ืองที ่ i โดยที่ 1= เป็นภาพยนตร์ประเภทนั้น, 0 = ไม่ใช่ภาพยนตร์ประเภทนั้น. ส าหรับตัวคูณ h 
เป็นค่า normalization factor ซึ่งถูกนิยามไว้ดังสมการที่ 9 โดยที่ Ai จะแทนเซตของคุณลักษณะ (ประเภทภาพยนตร)์ ของ
ภาพยนตร์เร่ืองที ่i 
 

 (9) 
 
ตัวอย่าง การค านวณ global criteria weigh ของผู้ใช้คนที่ 4 
 

gu4,action = 3/3 = 1.0, gu4,adventure = 1/3 = 0.333, gu4,drama = 2/3 = 0.667 
gu4,war = 2/3 = 0.667, gu4,western = 1/3 = 0.333 

 
ตารางที่ 4 แสดงค่า global criteria weights ของผูใ้ชท้ั้งหมดที่ได้จากการค านวณ ซึ่งตารางนี้ถูกเรียกว่า User-

Attribute-Weights (UAW) จากตัวอย่างที่น าเสนอในข้างต้น เราสามารถอธิบายคุณลักษณะของผู้ใช้คนที่สองได้ด้วย global 
criteria weights ของเขา โดยสามารถเขยีนในรูปของ vector ได้ ดังนี้  gu4  = (1.0, 0.333, 0.667, 0, 0, 0.667, 0.333) 
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	 ตารางที่ 4 แสดงค่า global criteria 
weights ของผู้ใช้ทั้งหมดที่ได้จากการค�ำนวณ 
ซึ่งตารางนี้ถูกเรียกว่า User-Attribute-Weights 
(UAW) จากตัวอย่างที่น�ำเสนอในข้างต้น เรา
สามารถอธิบายคุณลักษณะของผู้ใช้คนที่สอง
ได้ด้วย global criteria weights ของเขา 
โดยสามารถเขียนในรูปของ vector ได้ ดังนี้ 
gu4  = (1.0, 0.333, 0.667, 0, 0, 0.667, 0.333) 
ข้อมูลดังกล่าวอธิบายโดยสรุปได้ว่าเขาชอบ
ภาพยนตร์ประเภท action มากที่สุด รองลงมา
คอื drama ซึง่สามารถวดัค่าออกมาเปรยีบเทยีบ
ได้เป็นตวัเลขทีแ่สดงถงึระดบัความสนใจของเขา
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ข้อมูลดังกล่าวอธบิายโดยสรุปได้ว่าเขาชอบภาพยนตร์ประเภท action มากที่สุด รองลงมาคอื drama ซึ่งสามารถวัดค่า
ออกมาเปรียบเทยีบได้เป็นตวัเลขที่แสดงถงึระดับความสนใจของเขา 

 
ตำรำงที ่4 user-attribute-weights (UAW) 

 
Action Advent Drama Horror Sci-fi War Western 

u1 1 0.333 0 0 0 0.333 0.667 
u2 0.333 0.667 1 0 0 0.333 0 
u3 0 0.5 1 0.5 0.5 0 0 
u4 1 0.333 0.667 0 0 0.667 0.333 
u5 0.333 0.667 1 0 0 0.333 0 

 
3) ค ำนวณหำระดับควำมสนใจหรือค่ำน  ำหนักที่ผู้ใช้แต่ละคนก ำหนดให้กับแต่ละคุณลักษณะของไอเทม   
ขั้นตอนน้ีเป็นการน าเอาข้อมูลทีไ่ด้จาก ขั้นตอนที ่ 1 และ 2 มาท าการวิเคราะห ์ เพื่อค านวณหาระดับความสนใจหรือ

ค่าน้ าหนักที่ผูใ้ชแ้ต่ละคนก าหนดให้กับคุณลักษณะต่าง ๆ (ประเภทภาพยนตร)์ ที่มีอยู่ในเนื้อหาของแต่ละไอเทม 
(ภาพยนตร)์ ที่เกี่ยวข้อง โดยแนวคิดคือต้องการที่จะค านวณหาความเห็นหรือความชอบของผู้ใช้แต่ละคนทีม่ีต่อแต่ละ
คุณลักษณะ (attribute rating) ของแต่ละไอเทม ในรูปของค่าคะแนน จากน้ันจึงท าการ normalize ค่าคะแนนเหล่าน้ีให้อยูใ่น 
scale ระหว่าง 0 ถึง 1 เพื่อให้สามารถน าไปเปรียบเทียบกบัค่า global criteria weights ของผู้ใช้ได้ในภายหลัง  

ในขั้นต้นจะท าการส าเนาข้อมูลทั้งหมดใน UIABR ออกมาเป็นข้อมูลอีกชุดหนึ่งจากน้ันจะแทนค่าไบนารทีี่เป็น 1 ใน
เมทริกซ์ดังกล่าวทัง้หมดด้วยค่า global criteria weights ของผู้ใชแ้ต่ละคนที่สอดคล้องตรงกัน โดยการน าเอาแต่ละค่าของ 
global criteria weights คูณกับค่าไบนารทีี่ตรงกัน จากน้ันแปลงค่าที่ค านวณได้แต่ละค่าให้อยูใ่นช่วง 0 ถึง 1 ด้วยการหาร
ด้วยค่าคะแนนของประภทภาพยนตร์ทีม่ีค่าสูงสุด ดังแสดงในสมการที่ 10 โดยที่ sx,i,a แทนคา่ระดับความสนใจ (weight) 
ของผู้ใช้ x ที่มีต่อคุณลักษณะ a ของไอเทมที่  i 

 
 

(10) 
 

 
จากน้ันเราก็สามารถค านวณค่าความชอบของผู้ใช้ x ที่มตี่อคุณลักษณะ a ของไอเทมที ่ i ด้วยการน าค่าที่ได้จากการ

ค านวณด้วยสมการที ่ 10 มาคูณกับค่าความชอบโดยรวมที่ผูใ้ช้ก าหนดให้กับไอเทมนั้น ดังแสดงในสมการที ่ 11 โดยที ่ 
ropx,i,a   เป็นค่าความชอบที่ผู้ใช ้x ก าหนดให้กับคุณลักษณะ a ของไอเทมที่ i และ rx,i แทนค่าความชอบโดยรวมที่ผู้ใช ้x ที่
ได้ก าหนดให้กับไอเทม i   

 
                                                              ropx,i,a  =   sx,i,a, . rx,i                                                                       (11) 

 
ตัวอย่างเช่น ผู้ใช้คนที่ 2 เลือกชมภาพยนตร์เร่ืองที่ 6 ซึ่งประเภทของภาพยนตร์เป็นแนว drama และ adventure  

หลังจากที่เราแทนค่า binary ที่เป็น 1 ในข้อมูลของภาพยนตร์เรื่องที่ 6 ด้วยค่า global criteria weight ที่ตรงกันของผูใ้ช้คน
ที่ 2 โดยใช้สมการที่ 10 แล้ว ก็สามารถที่จะค านวณค่าความชอบที่ผู้ใช้คนที่ 2 จะก าหนดให้กบัประเภทภาพยนตร์ต่าง ๆ 
(drama และ  adventure) ซึ่งเป็นคุณลักษณะของ ภาพยนตร์เรื่องที่ 6 ได้โดยใช้สมการที่ 11 ดังนี ้
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	 3. ค�ำนวณหาระดับความสนใจหรือ
ค่าน�้ำหนักที่ผู ้ใช้แต่ละคนก�ำหนดให้กับแต่ละ
คุณลักษณะของไอเทม  
	 ขั้นตอนนี้เป ็นการน�ำเอาข้อมูลที่ได้
จาก ขั้นตอนที่ 1 และ 2 มาท�ำการวิเคราะห์ 
เพื่อค�ำนวณหาระดับความสนใจหรือค่าน�้ำหนัก
ที่ผู้ใช้แต่ละคนก�ำหนดให้กับคุณลักษณะต่างๆ 
(ประเภทภาพยนตร์) ที่มีอยู่ในเนื้อหาของแต่ละ
ไอเทม (ภาพยนตร์) ที่เกี่ยวข้อง โดยแนวคิด
คือต้องการที่จะค�ำนวณหาความเห็นหรือความ
ชอบของผู้ใช้แต่ละคนที่มีต่อแต่ละคุณลักษณะ 
(attribute rating) ของแต่ละไอเทม ในรปูของค่า
คะแนน จากนัน้จงึท�ำการ normalize ค่าคะแนน
เหล่านี้ให้อยู่ใน scale ระหว่าง 0 ถึง 1 เพื่อให้
สามารถน�ำไปเปรยีบเทยีบกบัค่า global criteria 
weights ของผู้ใช้ได้ในภายหลัง 
	 ในขัน้ต้นจะท�ำการส�ำเนาข้อมลูทัง้หมด
ใน UIABR ออกมาเป็นข้อมูลอีกชุดหนึ่งจากนั้น
จะแทนค่าไบนารีที่เป็น 1 ในเมทริกซ์ดังกล่าว
ทั้งหมดด้วยค่า global criteria weights ของผู้
ใช้แต่ละคนทีส่อดคล้องตรงกนั โดยการน�ำเอาแต่
ละค่าของ global criteria weights คูณกับค่า
ไบนารีที่ตรงกัน จากนั้นแปลงค่าที่ค�ำนวณได้
แต่ละค่าให้อยู่ในช่วง 0 ถึง 1 ด้วยการหารด้วย
ค่าคะแนนของประภทภาพยนตร์ที่มีค่าสูงสุด 
ดังแสดงในสมการที่ 10 โดยที่ sx,i,a แทนค่า
ระดับความสนใจ (weight) ของผู้ใช้ x ที่มีต่อ
คุณลักษณะ a ของไอเทมที่ i



S  U  D  D  H  I  P  A  R  I  T  A  D

ส ุ ทธ ิ ป ร ิ ท ั ศน ์ 121

	 จากนั้นเราก็สามารถค�ำนวณค่าความ
ชอบของผู้ใช้ x ที่มีต่อคุณลักษณะ a ของไอ
เทมที่ i ด้วยการน�ำค่าที่ได้จากการค�ำนวณด้วย
สมการที่ 10 มาคูณกับค่าความชอบโดยรวมที่
ผู้ใช้ก�ำหนดให้กับไอเทมนั้น ดังแสดงในสมการ
ที่ 11 โดยที่ ropx,i,a เป็นค่าความชอบที่ผู้ใช้ x  
ก�ำหนดให้กับคุณลักษณะ a ของไอเทมที่ i 
และ rx,i แทนค่าความชอบโดยรวมที่ผู้ใช้ x ที่ได้
ก�ำหนดให้กับไอเทม i  
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ข้อมูลดังกล่าวอธบิายโดยสรุปได้ว่าเขาชอบภาพยนตร์ประเภท action มากที่สุด รองลงมาคอื drama ซึ่งสามารถวัดค่า
ออกมาเปรียบเทยีบได้เป็นตวัเลขที่แสดงถงึระดับความสนใจของเขา 

 
ตำรำงที ่4 user-attribute-weights (UAW) 

 
Action Advent Drama Horror Sci-fi War Western 

u1 1 0.333 0 0 0 0.333 0.667 
u2 0.333 0.667 1 0 0 0.333 0 
u3 0 0.5 1 0.5 0.5 0 0 
u4 1 0.333 0.667 0 0 0.667 0.333 
u5 0.333 0.667 1 0 0 0.333 0 

 
3) ค ำนวณหำระดับควำมสนใจหรือค่ำน  ำหนักที่ผู้ใช้แต่ละคนก ำหนดให้กับแต่ละคุณลักษณะของไอเทม   
ขั้นตอนน้ีเป็นการน าเอาข้อมูลทีไ่ด้จาก ขั้นตอนที ่ 1 และ 2 มาท าการวิเคราะห ์ เพื่อค านวณหาระดับความสนใจหรือ

ค่าน้ าหนักที่ผูใ้ชแ้ต่ละคนก าหนดให้กับคุณลักษณะต่าง ๆ (ประเภทภาพยนตร)์ ที่มีอยู่ในเนื้อหาของแต่ละไอเทม 
(ภาพยนตร)์ ที่เกี่ยวข้อง โดยแนวคิดคือต้องการที่จะค านวณหาความเห็นหรือความชอบของผู้ใช้แต่ละคนทีม่ีต่อแต่ละ
คุณลักษณะ (attribute rating) ของแต่ละไอเทม ในรูปของค่าคะแนน จากน้ันจึงท าการ normalize ค่าคะแนนเหล่าน้ีให้อยูใ่น 
scale ระหว่าง 0 ถึง 1 เพื่อให้สามารถน าไปเปรียบเทียบกบัค่า global criteria weights ของผู้ใช้ได้ในภายหลัง  

ในขั้นต้นจะท าการส าเนาข้อมูลทั้งหมดใน UIABR ออกมาเป็นข้อมูลอีกชุดหนึ่งจากน้ันจะแทนค่าไบนารทีี่เป็น 1 ใน
เมทริกซ์ดังกล่าวทัง้หมดด้วยค่า global criteria weights ของผู้ใชแ้ต่ละคนที่สอดคล้องตรงกัน โดยการน าเอาแต่ละค่าของ 
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(drama และ  adventure) ซึ่งเป็นคุณลักษณะของ ภาพยนตร์เรื่องที่ 6 ได้โดยใช้สมการที่ 11 ดังนี ้
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ตวัอย่างเช่น ผูใ้ช้คนที ่2 เลอืกชมภาพยนตร์เรือ่ง
ที่ 6 ซึ่งประเภทของภาพยนตร์เป็นแนว drama 
และ adventure  หลังจากที่เราแทนค่า binary 
ที่เป็น 1 ในข้อมูลของภาพยนตร์เรื่องที่ 6 ด้วย
ค่า global criteria weight ที่ตรงกันของผู้ใช้
คนที่ 2 โดยใช้สมการที่ 10 แล้ว ก็สามารถที่จะ
ค�ำนวณค่าความชอบที่ผู้ใช้คนที่ 2 จะก�ำหนด
ให้กับประเภทภาพยนตร์ต่างๆ (drama และ  
adventure) ซึ่งเป็นคุณลักษณะของ ภาพยนตร์
เรื่องที่ 6 ได้โดยใช้สมการที่ 11 ดังนี้
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  ropu2 ,m6,drama = su2,m6,drama . ru2,m6 =  ( 1 ) . ( 4 ) = 4 

  ropu2 ,m6,adventure  = su2,m6,adventure . ru2,m6  = (0.667) . ( 4 ) = 2.668 
 

อย่างไรก็ตาม เพื่อท าให้ค่าที่ค านวณได้ดังกล่าวเป็นอิสระโดยไม่ขึ้นต่อ rating scale ของค่าความชอบที่ก าหนดใน
ระบบผู้แนะน า เราจึงจ าเป็นต้องเปล่ียนจากค่าความชอบทีม่ีค่าอยู่ในชว่งระหว่าง 1 ถึง 5  ไปเป็นค่าที่อยู่ในช่วงระหว่าง 0 
ถึง 1 ซึ่งสามารถท าได้ด้วยสองขั้นตอน ขั้นตอนแรก เปล่ียนค่าความชอบโดยรวมให้อยูใ่นชว่ง 0 ถึง 1 โดยการหารค่า
ดังกล่าวด้วยค่าสูงสุดของ rating scale (ในที่นี้คือ 5) ดังแสดงด้วยสมการที่ 12 จากน้ันน าคา่ที่ได้ซึ่งเป็นค่าน้ าหนักหรือ
ความส าคัญโดยรวม ไปคูณกับค่าน้ าหนัก หรือระดับความสนใจของผุใ้ช้ x ที่มีต่อลักษณะ a ซึ่งเป็นส่วนประกอบของ item 
ที่ i ที่ค านวณมาจากสมการที่ 10 ดังแสดงด้วยสมการที ่ 13   

 
  overall weight  =  rx,i,o  =    rx,i / maximum rating scale                                        (12) 

                        wopx,i,a  =     sx,i,a .overall weight                                                                    (13) 
 

โดยที ่wopx,i,a คือค่าระดับความสนใจหรือน้ าหนักที่ผูใ้ช้ x ก าหนดให้กับคุณลักษณะที่ a ของ item i 
ตัวอย่างเช่น สมมุติว่าในระบบผูแ้นะน าภาพยนตร์ก าหนดใหใ้ช้ rating scale อยู่ในช่วง 1 ถึง 5 ค่าระดับความสนใจ

หรือค่าน้ าหนักทีผู่้ใช้คนที่ 2  ก าหนดใหก้ับแต่ละคุณลักษณะ (drama และ adventure) ของภาพยนตร์เร่ืองที ่ 6 สามารถ
ค านวณได้ดังนี้  

wopu2,m6,drama  = ( 1 ) . ( 4/5 )  = 0.8 
wopu2,m6,adventure  = ( 0.667 ).( 4/5 ) = 0.534 

 
ตารางที่ 5 แสดงให้เห็นระดับความสนใจหรือน้ าหนักทั้งหมดที่ผู้ใช้แต่ละคนก าหนดให้กับคุณลักษณะต่าง ๆ ของ

ภาพยนตรแ์ต่ละเรื่องที่เขาเคยชมแล้ว 
ตำรำงที ่5 user-item-attribute weights (UIAW) 

  
Action Advent Drama Horror Sci-fi War Western Overall 

u1 
m1 0.800 0.266 0 0 0 0 0.534 0.8 
m5 0.400 0 0 0 0 0 0 0.4 
m7 0.600 0 0 0 0 0.200 0.400 0.6 

u2 
m2 0 0 0.400 0 0 0 0 0.4 
m4 0.266 0.534 0.800 0 0 0.266 0 0.8 
m6 0 0.534 0.800 0 0 0 0 0.8 

u3 
m2 0 0 0.600 0 0 0 0 0.6 
m3 0 0 0 0.300 0.300 0 0 0.6 
m6 0 0.200 0.400 0 0 0 0 0.4 

u4 

m2 0 0 0.300 0 0 0 0 0.6 
m4 0.800 0.266 0.533 0 0 0.5336 0 0.8 
m5 0.600 0 0 0 0 0 0 0.6 
m7 0.600 0 0 0 0 0.4002 0.333 0.6 

u5 
m2 0 0 0.600 0 0 0 0 0.6 
m4 0.200 0.4002 0.600 0 0 0.200 0 0.6 
m6 0 0.267 0.400 0 0 0 0 0.4 

	 อย่างไรก็ตาม เพื่อท�ำให้ค่าที่ค�ำนวณ
ได้ดังกล่าวเป็นอิสระโดยไม่ขึ้นต่อ rating scale 
ของค่าความชอบทีก่�ำหนดในระบบผูแ้นะน�ำ เรา
จึงจ�ำเป็นต้องเปลี่ยนจากค่าความชอบที่มีค่าอยู่
ในช่วงระหว่าง 1 ถึง 5  ไปเป็นค่าที่อยู่ในช่วง
ระหว่าง 0 ถึง 1 ซึ่งสามารถท�ำได้ด้วยสองขั้น
ตอน ขั้นตอนแรก เปลี่ยนค่าความชอบโดยรวม

ให้อยู่ในช่วง 0 ถึง 1 โดยการหารค่าดังกล่าว
ด้วยค่าสูงสุดของ rating scale (ในที่นี้คือ 5) 
ดังแสดงด้วยสมการที่ 12 จากนั้นน�ำค่าที่ได้ซึ่ง
เป็นค่าน�้ำหนักหรือความส�ำคัญโดยรวม ไปคูณ
กับค่าน�้ำหนัก หรือระดับความสนใจของผู้ใช้  
x ที่มีต่อลักษณะ a ซึ่งเป็นส่วนประกอบของ 
item ที่ i ที่ค�ำนวณมาจากสมการที่ 10 ดังแสดง
ด้วยสมการที่ 13  
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โดยที่ wopx,i,a คือค่าระดับความสนใจหรือ
น�้ำหนักที่ผู ้ใช้ x ก�ำหนดให้กับคุณลักษณะที ่
a ของ item i
	 ตวัอย่างเช่น สมมตุว่ิาในระบบผูแ้นะน�ำ
ภาพยนตร์ก�ำหนดให้ใช้ rating scale อยู่ในช่วง 
1 ถึง 5 ค่าระดับความสนใจหรือค่าน�้ำหนักที่
ผู้ใช้คนที่ 2   ก�ำหนดให้กับแต่ละคุณลักษณะ 
(drama และ adventure) ของภาพยนตร์เรื่อง
ที่ 6 สามารถค�ำนวณได้ดังนี้ 
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ตำรำงที ่5 user-item-attribute weights (UIAW) 

  
Action Advent Drama Horror Sci-fi War Western Overall 

u1 
m1 0.800 0.266 0 0 0 0 0.534 0.8 
m5 0.400 0 0 0 0 0 0 0.4 
m7 0.600 0 0 0 0 0.200 0.400 0.6 

u2 
m2 0 0 0.400 0 0 0 0 0.4 
m4 0.266 0.534 0.800 0 0 0.266 0 0.8 
m6 0 0.534 0.800 0 0 0 0 0.8 

u3 
m2 0 0 0.600 0 0 0 0 0.6 
m3 0 0 0 0.300 0.300 0 0 0.6 
m6 0 0.200 0.400 0 0 0 0 0.4 

u4 

m2 0 0 0.300 0 0 0 0 0.6 
m4 0.800 0.266 0.533 0 0 0.5336 0 0.8 
m5 0.600 0 0 0 0 0 0 0.6 
m7 0.600 0 0 0 0 0.4002 0.333 0.6 

u5 
m2 0 0 0.600 0 0 0 0 0.6 
m4 0.200 0.4002 0.600 0 0 0.200 0 0.6 
m6 0 0.267 0.400 0 0 0 0 0.4 

	 ตารางที่ 5 แสดงให้เห็นระดับความ
สนใจหรือน�้ำหนกัทัง้หมดที่ผู้ใช้แต่ละคนก�ำหนด
ให้กับคุณลักษณะต่างๆ ของภาพยนตร์แต่ละ
เรื่องที่เขาเคยชมแล้ว



S  U  D  D  H  I  P  A  R  I  T  A  D

ส ุ ทธ ิ ป ร ิ ท ั ศน ์122
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  ropu2 ,m6,drama = su2,m6,drama . ru2,m6 =  ( 1 ) . ( 4 ) = 4 

  ropu2 ,m6,adventure  = su2,m6,adventure . ru2,m6  = (0.667) . ( 4 ) = 2.668 
 

อย่างไรก็ตาม เพื่อท าให้ค่าที่ค านวณได้ดังกล่าวเป็นอิสระโดยไม่ขึ้นต่อ rating scale ของค่าความชอบที่ก าหนดใน
ระบบผู้แนะน า เราจึงจ าเป็นต้องเปล่ียนจากค่าความชอบทีม่ีค่าอยู่ในชว่งระหว่าง 1 ถึง 5  ไปเป็นค่าที่อยู่ในช่วงระหว่าง 0 
ถึง 1 ซึ่งสามารถท าได้ด้วยสองขั้นตอน ขั้นตอนแรก เปล่ียนค่าความชอบโดยรวมให้อยูใ่นชว่ง 0 ถึง 1 โดยการหารค่า
ดังกล่าวด้วยค่าสูงสุดของ rating scale (ในที่นี้คือ 5) ดังแสดงด้วยสมการที่ 12 จากน้ันน าคา่ที่ได้ซึ่งเป็นค่าน้ าหนักหรือ
ความส าคัญโดยรวม ไปคูณกับค่าน้ าหนัก หรือระดับความสนใจของผุใ้ช้ x ที่มีต่อลักษณะ a ซึ่งเป็นส่วนประกอบของ item 
ที่ i ที่ค านวณมาจากสมการที่ 10 ดังแสดงด้วยสมการที ่ 13   

 
  overall weight  =  rx,i,o  =    rx,i / maximum rating scale                                        (12) 

                        wopx,i,a  =     sx,i,a .overall weight                                                                    (13) 
 

โดยที ่wopx,i,a คือค่าระดับความสนใจหรือน้ าหนักที่ผูใ้ช้ x ก าหนดให้กับคุณลักษณะที่ a ของ item i 
ตัวอย่างเช่น สมมุติว่าในระบบผูแ้นะน าภาพยนตร์ก าหนดใหใ้ช้ rating scale อยู่ในช่วง 1 ถึง 5 ค่าระดับความสนใจ

หรือค่าน้ าหนักทีผู่้ใช้คนที่ 2  ก าหนดใหก้ับแต่ละคุณลักษณะ (drama และ adventure) ของภาพยนตร์เร่ืองที ่ 6 สามารถ
ค านวณได้ดังนี้  

wopu2,m6,drama  = ( 1 ) . ( 4/5 )  = 0.8 
wopu2,m6,adventure  = ( 0.667 ).( 4/5 ) = 0.534 

 
ตารางที่ 5 แสดงให้เห็นระดับความสนใจหรือน้ าหนักทั้งหมดที่ผู้ใช้แต่ละคนก าหนดให้กับคุณลักษณะต่าง ๆ ของ

ภาพยนตรแ์ต่ละเรื่องที่เขาเคยชมแล้ว 
ตำรำงที ่5 user-item-attribute weights (UIAW) 

  
Action Advent Drama Horror Sci-fi War Western Overall 

u1 
m1 0.800 0.266 0 0 0 0 0.534 0.8 
m5 0.400 0 0 0 0 0 0 0.4 
m7 0.600 0 0 0 0 0.200 0.400 0.6 

u2 
m2 0 0 0.400 0 0 0 0 0.4 
m4 0.266 0.534 0.800 0 0 0.266 0 0.8 
m6 0 0.534 0.800 0 0 0 0 0.8 

u3 
m2 0 0 0.600 0 0 0 0 0.6 
m3 0 0 0 0.300 0.300 0 0 0.6 
m6 0 0.200 0.400 0 0 0 0 0.4 

u4 

m2 0 0 0.300 0 0 0 0 0.6 
m4 0.800 0.266 0.533 0 0 0.5336 0 0.8 
m5 0.600 0 0 0 0 0 0 0.6 
m7 0.600 0 0 0 0 0.4002 0.333 0.6 

u5 
m2 0 0 0.600 0 0 0 0 0.6 
m4 0.200 0.4002 0.600 0 0 0.200 0 0.6 
m6 0 0.267 0.400 0 0 0 0 0.4 

	 4. การวัดค่าระดับความเข้มข้นของ
แต่ละคุณลักษณะ
	 ขัน้ตอนสดุท้ายของกรอบวธิกีารรวบรวม
ข้อมลู คอืการวดัค่าระดบัความเข้มข้นของแต่ละ
คุณลักษณะที่ปรากฏอยู ่ในเนื้อหาของไอเทม 
(ภาพยนตร์) เรื่องต่างๆ เนื่องจากในตัวอย่าง
ระบบผู้แนะน�ำภาพยนตร์นี้ค่าเดิมที่ใช้ในการ
อธบิายคณุลกัษณะของภาพยนตร์มค่ีาเป็นตวัเลข
ไบนารี (0 หรือ 1) ซึ่งใช้อธิบายได้แค่เพียงการ
บ่งบอกว่ามีคุณลักษณะนั้นๆ อยู่ในเนื้อหาของ
ไอเทมหรือไม่เท่านั้น ไม่สามารถบอกค่าระดับ
ความเข้มข้นของแต่ละคณุลกัษณะทีป่รากฏอยูใ่น
เนือ้หาของ item ทีแ่ท้จรงิได้ ดงันัน้ จงึต้องอาศยั
ความเห็นของผู้ใช้ที่เกี่ยวข้องร่วมกันพิจารณา 
(collaborate) ซึ่งวิธีที่ง่ายที่สุดคือการค�ำนวณ
ค่าเฉลีย่ของความเหน็ต่าง ๆ  ของผูใ้ช้ทีเ่กีย่วข้อง
กับคุณลักษณะนั้นๆ (ค�ำนวณมาได้จากสมการ 
ที่ 13)  ดังแสดงได้ด้วยสมการที่ 14
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4) กำรวัดค่ำระดบัควำมเข้มข้นของแต่ละคุณลักษณะ 
ขั้นตอนสุดท้ายของกรอบวธิีการรวบรวมข้อมูล คือการวัดค่าระดับความเข้มข้นของแต่ละคุณลักษณะที่ปรากฏอยูใ่น

เน้ือหาของไอเทม (ภาพยนตร)์ เรื่องต่าง ๆ  เน่ืองจากในตัวอย่างระบบผู้แนะน าภาพยนตร์นี้ค่าเดิมที่ใช้ในการอธิบาย
คุณลักษณะของภาพยนตร์มีค่าเป็นตัวเลขไบนาร ี (0 หรือ 1) ซึ่งใช้อธิบายได้แค่เพยีงการบ่งบอกว่ามีคุณลักษณะนั้น ๆ อยู่
ในเนื้อหาของไอเทมหรือไม่เท่านั้น ไม่สามารถบอกค่าระดับความเขม้ข้นของแต่ละคุณลักษณะที่ปรากฏอยู่ในเนื้อหาของ 
item ที่แท้จริงได้ ดังนั้น จึงต้องอาศัยความเห็นของผูใ้ชท้ี่เกี่ยวข้องร่วมกันพิจารณา (collaborate) ซึ่งวิธีทีง่่ายที่สุดคือการ
ค านวณค่าเฉล่ียของความเห็นตา่ง ๆ ของผู้ใช้ที่เกี่ยวข้องกับคุณลักษณะน้ัน ๆ (ค านวณมาได้จากสมการที่ 13)  ดังแสดงได้
ด้วยสมการที่ 14 
 

(14) 
 

 
โดยที ่asi,a แทนระดับความเขม้ข้นของคุณลักษณะ a ของไอเทมที่ i และ |Ui| แทน cardinality ของเซตของผู้ใช้ที่เกี่ยวข้อง
กับไอเทมที ่ i  

ตารางที่ 6 แสดงให้เห็นค่าต่างๆที่ได้จากการค านวณดว้ยสมการที่ 14 ซึ่งถูกใช้ในการอธบิายระดับความเข้มข้นของ
แต่ละประเภทภาพยนตร์ ที่ปรากฎอยู่ในเนิ้หาของภาพยนตรแ์ตล่ะเร่ือง  
 

ตำรำงที ่6 Item-Attribute (Average) Weights (IAW) 

 
Action Advent Drama Horror Sci-fi War Western Overall 

m1 0.800 0.2664 0 0 0 0 0.5336 0.800 
m2 0 0 0.55 0 0 0 0 0.550 
m3 0 0 0 0.3 0.3 0 0 0.600 
m4 0.422067 0.400067 0.644533 0 0 0.333267 0 0.733 
m5 0.5 0 0 0 0 0 0 0.500 
m6 0 0.433467 0.5333 0 0 0 0 0.533 
m7 0.6 0 0 0 0 0.3 0.3666 0.600 

 
กำรหำควำมคลำ้ยคลึงกันของข้อมูลโดยรวมแบบไฮบริด  

ถึงแม้ว่าความคล้ายคลึงกันระหว่างผู้ใชห้รือระหว่าง item ในระบบผู้แนะน าจะสามารถวัดได้จากการค านวณด้วยวธิีที่
เป็นมาตรฐานอย่าง Cosine similarity หรือ Pearson correlation  อย่างไรก็ตาม Cosine ไม่สามารถใช้งานได้เมื่อ
ประยุกต์ใช้กับชุดข้อมูลสามชุดสุดท้าย เน่ืองจากว่าบางครั้ง ผูใ้ช้หรือไอทมถูกแทนด้วย vector ที่มขีนาดเล็ก ดังนั้นการ
เปรียบเทียบระหว่าง vector ด้วยวธีีการดังกล่าวบางครัง้อาจได้ผลลัพธ์ที่ไม่สมเหตุสมผลนัก ตัวอย่างเช่น สมมตวิ่าเรา
ต้องการเปรียบเทยีบระหว่างไอเทม x และ y ซึ่งถูกแทนด้วย 2 vector ดังนี้ x = (3,3) และ y = (3,3) จากการค านวณด้วย 
cosine vector similarity เราได้ค่าเท่ากับ 1 ซึ่งแสดงว่าทั้งสองไอเทมนี้เหมือนกันมากที่สุด  แตเ่มื่อเราเปล่ียนค่าที่ใช้แทน x 
และ y ใหม่เป็น x = (3,3) และ y = (2,2) หรือ ให้ x = (5,5) และ y = (1,1)  ผลลัพธ์ที่ได้จากการค านวณด้วย Cosine 
Vector similarity ก็ยังคงได้ 1 ในทุกกรณี  ส่วน Pearson Correlation นั้นถึงแมจ้ะได้รับการยอมรับว่าท างานได้ดีอย่าง
กว้างขวาง แต่กจ็ าเป็นต้องใช้ความพยายามเพิ่มขึ้นในการตีความเน่ืองจากค่าที่ได้อาจเป็นได้ทัง้ค่าบวกและค่าลบ ท าให้ไม่
สะดวกในการน าไปใช้ อีกทั้งยังไม่เหมาะกบักรณีไอเทมที่จะน ามาเปรียบเทยีบกันมจี านวนคณุลักษณะที่ใช้อธิบายไอเทม 
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4) กำรวัดค่ำระดบัควำมเข้มข้นของแต่ละคุณลักษณะ 
ขั้นตอนสุดท้ายของกรอบวธิีการรวบรวมข้อมูล คือการวัดค่าระดับความเข้มข้นของแต่ละคุณลักษณะที่ปรากฏอยูใ่น

เน้ือหาของไอเทม (ภาพยนตร)์ เรื่องต่าง ๆ  เน่ืองจากในตัวอย่างระบบผู้แนะน าภาพยนตร์นี้ค่าเดิมที่ใช้ในการอธิบาย
คุณลักษณะของภาพยนตร์มีค่าเป็นตัวเลขไบนาร ี (0 หรือ 1) ซึ่งใช้อธิบายได้แค่เพยีงการบ่งบอกว่ามีคุณลักษณะนั้น ๆ อยู่
ในเนื้อหาของไอเทมหรือไม่เท่านั้น ไม่สามารถบอกค่าระดับความเขม้ข้นของแต่ละคุณลักษณะที่ปรากฏอยู่ในเนื้อหาของ 
item ที่แท้จริงได้ ดังนั้น จึงต้องอาศัยความเห็นของผูใ้ชท้ี่เกี่ยวข้องร่วมกันพิจารณา (collaborate) ซึ่งวิธีทีง่่ายที่สุดคือการ
ค านวณค่าเฉล่ียของความเห็นตา่ง ๆ ของผู้ใช้ที่เกี่ยวข้องกับคุณลักษณะน้ัน ๆ (ค านวณมาได้จากสมการที่ 13)  ดังแสดงได้
ด้วยสมการที่ 14 
 

(14) 
 

 
โดยที ่asi,a แทนระดับความเขม้ข้นของคุณลักษณะ a ของไอเทมที่ i และ |Ui| แทน cardinality ของเซตของผู้ใช้ที่เกี่ยวข้อง
กับไอเทมที ่ i  

ตารางที่ 6 แสดงให้เห็นค่าต่างๆที่ได้จากการค านวณดว้ยสมการที่ 14 ซึ่งถูกใช้ในการอธบิายระดับความเข้มข้นของ
แต่ละประเภทภาพยนตร์ ที่ปรากฎอยู่ในเนิ้หาของภาพยนตรแ์ตล่ะเร่ือง  
 

ตำรำงที ่6 Item-Attribute (Average) Weights (IAW) 

 
Action Advent Drama Horror Sci-fi War Western Overall 

m1 0.800 0.2664 0 0 0 0 0.5336 0.800 
m2 0 0 0.55 0 0 0 0 0.550 
m3 0 0 0 0.3 0.3 0 0 0.600 
m4 0.422067 0.400067 0.644533 0 0 0.333267 0 0.733 
m5 0.5 0 0 0 0 0 0 0.500 
m6 0 0.433467 0.5333 0 0 0 0 0.533 
m7 0.6 0 0 0 0 0.3 0.3666 0.600 

 
กำรหำควำมคลำ้ยคลึงกันของข้อมูลโดยรวมแบบไฮบริด  

ถึงแม้ว่าความคล้ายคลึงกันระหว่างผู้ใชห้รือระหว่าง item ในระบบผู้แนะน าจะสามารถวัดได้จากการค านวณด้วยวธิีที่
เป็นมาตรฐานอย่าง Cosine similarity หรือ Pearson correlation  อย่างไรก็ตาม Cosine ไม่สามารถใช้งานได้เมื่อ
ประยุกต์ใช้กับชุดข้อมูลสามชุดสุดท้าย เน่ืองจากว่าบางครั้ง ผูใ้ช้หรือไอทมถูกแทนด้วย vector ที่มขีนาดเล็ก ดังนั้นการ
เปรียบเทียบระหว่าง vector ด้วยวธีีการดังกล่าวบางครัง้อาจได้ผลลัพธ์ที่ไม่สมเหตุสมผลนัก ตัวอย่างเช่น สมมตวิ่าเรา
ต้องการเปรียบเทยีบระหว่างไอเทม x และ y ซึ่งถูกแทนด้วย 2 vector ดังนี้ x = (3,3) และ y = (3,3) จากการค านวณด้วย 
cosine vector similarity เราได้ค่าเท่ากับ 1 ซึ่งแสดงว่าทั้งสองไอเทมนี้เหมือนกันมากที่สุด  แตเ่มื่อเราเปล่ียนค่าที่ใช้แทน x 
และ y ใหม่เป็น x = (3,3) และ y = (2,2) หรือ ให้ x = (5,5) และ y = (1,1)  ผลลัพธ์ที่ได้จากการค านวณด้วย Cosine 
Vector similarity ก็ยังคงได้ 1 ในทุกกรณี  ส่วน Pearson Correlation นั้นถึงแมจ้ะได้รับการยอมรับว่าท างานได้ดีอย่าง
กว้างขวาง แต่กจ็ าเป็นต้องใช้ความพยายามเพิ่มขึ้นในการตีความเน่ืองจากค่าที่ได้อาจเป็นได้ทัง้ค่าบวกและค่าลบ ท าให้ไม่
สะดวกในการน าไปใช้ อีกทั้งยังไม่เหมาะกบักรณีไอเทมที่จะน ามาเปรียบเทยีบกันมจี านวนคณุลักษณะที่ใช้อธิบายไอเทม 
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โดยที่  as i,a แทนระดับความเข ้มข ้นของ
คุณลักษณะ a ของไอเทมที่ i และ |Ui| แทน 
cardinality ของเซตของผู ้ใช้ที่เกี่ยวข้องกับ 
ไอเทมที่ i 
	 ตารางที่ 6 แสดงให้เห็นค่าต่างๆที่ได้
จากการค�ำนวณด้วยสมการที่ 14 ซึ่งถูกใช้ใน
การอธบิายระดบัความเข้มข้นของแต่ละประเภท
ภาพยนตร์ ที่ปรากฎอยู่ในเนื้อหาของภาพยนตร์
แต่ละเรื่อง 



S  U  D  D  H  I  P  A  R  I  T  A  D

ส ุ ทธ ิ ป ร ิ ท ั ศน ์ 123

การหาความคล้ายคลึงกันของข้อมูลโดยรวม
แบบไฮบริด 
	 ถงึแม้ว่าความคล้ายคลงึกนัระหว่างผูใ้ช้
หรอืระหว่าง item ในระบบผูแ้นะน�ำจะสามารถวดั
ได้จากการค�ำนวณด้วยวิธีที่เป็นมาตรฐานอย่าง  
Cosine similarity หรือ Pearson correlation   
อย่างไรก็ตาม Cosine ไม่สามารถใช้งานได้เมื่อ 
ประยกุต์ใช้กบัชดุข้อมลูสามชดุสดุท้าย เนือ่งจาก
ว่าบางครัง้ ผูใ้ช้หรอืไอเทมถกูแทนด้วย vector ที่
มขีนาดเลก็ ดงันัน้การเปรยีบเทยีบระหว่าง  vector 
ด้วยวธีกีารดงักล่าวบางครัง้อาจได้ผลลพัธ์ทีไ่ม่สม
เหตสุมผลนกั ตวัอย่างเช่น สมมตว่ิาเราต้องการ
เปรยีบเทยีบระหว่างไอเทม x และ y ซึง่ถกูแทน
ด้วย 2 vector ดงันี ้x = (3,3) และ y = (3,3) 
จากการค�ำนวณด้วย cosine vector similarity เรา
ได้ค่าเท่ากบั 1 ซึง่แสดงว่าทัง้สองไอเทมนีเ้หมอืน
กนัมากทีส่ดุ  แต่เมือ่เราเปลีย่นค่าทีใ่ช้แทน x และ 
y ใหม่เป็น x = (3,3) และ y = (2,2) หรือ ให้ 
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4) กำรวัดค่ำระดบัควำมเข้มข้นของแต่ละคุณลักษณะ 
ขั้นตอนสุดท้ายของกรอบวธิีการรวบรวมข้อมูล คือการวัดค่าระดับความเข้มข้นของแต่ละคุณลักษณะที่ปรากฏอยูใ่น

เน้ือหาของไอเทม (ภาพยนตร)์ เรื่องต่าง ๆ  เน่ืองจากในตัวอย่างระบบผู้แนะน าภาพยนตร์นี้ค่าเดิมที่ใช้ในการอธิบาย
คุณลักษณะของภาพยนตร์มีค่าเป็นตัวเลขไบนาร ี (0 หรือ 1) ซึ่งใช้อธิบายได้แค่เพยีงการบ่งบอกว่ามีคุณลักษณะนั้น ๆ อยู่
ในเนื้อหาของไอเทมหรือไม่เท่านั้น ไม่สามารถบอกค่าระดับความเขม้ข้นของแต่ละคุณลักษณะที่ปรากฏอยู่ในเนื้อหาของ 
item ที่แท้จริงได้ ดังนั้น จึงต้องอาศัยความเห็นของผูใ้ชท้ี่เกี่ยวข้องร่วมกันพิจารณา (collaborate) ซึ่งวิธีทีง่่ายที่สุดคือการ
ค านวณค่าเฉล่ียของความเห็นตา่ง ๆ ของผู้ใช้ที่เกี่ยวข้องกับคุณลักษณะน้ัน ๆ (ค านวณมาได้จากสมการที่ 13)  ดังแสดงได้
ด้วยสมการที่ 14 
 

(14) 
 

 
โดยที ่asi,a แทนระดับความเขม้ข้นของคุณลักษณะ a ของไอเทมที่ i และ |Ui| แทน cardinality ของเซตของผู้ใช้ที่เกี่ยวข้อง
กับไอเทมที ่ i  

ตารางที่ 6 แสดงให้เห็นค่าต่างๆที่ได้จากการค านวณดว้ยสมการที่ 14 ซึ่งถูกใช้ในการอธบิายระดับความเข้มข้นของ
แต่ละประเภทภาพยนตร์ ที่ปรากฎอยู่ในเนิ้หาของภาพยนตรแ์ตล่ะเร่ือง  
 

ตำรำงที ่6 Item-Attribute (Average) Weights (IAW) 

 
Action Advent Drama Horror Sci-fi War Western Overall 

m1 0.800 0.2664 0 0 0 0 0.5336 0.800 
m2 0 0 0.55 0 0 0 0 0.550 
m3 0 0 0 0.3 0.3 0 0 0.600 
m4 0.422067 0.400067 0.644533 0 0 0.333267 0 0.733 
m5 0.5 0 0 0 0 0 0 0.500 
m6 0 0.433467 0.5333 0 0 0 0 0.533 
m7 0.6 0 0 0 0 0.3 0.3666 0.600 

 
กำรหำควำมคลำ้ยคลึงกันของข้อมูลโดยรวมแบบไฮบริด  

ถึงแม้ว่าความคล้ายคลึงกันระหว่างผู้ใชห้รือระหว่าง item ในระบบผู้แนะน าจะสามารถวัดได้จากการค านวณด้วยวธิีที่
เป็นมาตรฐานอย่าง Cosine similarity หรือ Pearson correlation  อย่างไรก็ตาม Cosine ไม่สามารถใช้งานได้เมื่อ
ประยุกต์ใช้กับชุดข้อมูลสามชุดสุดท้าย เน่ืองจากว่าบางครั้ง ผูใ้ช้หรือไอทมถูกแทนด้วย vector ที่มขีนาดเล็ก ดังนั้นการ
เปรียบเทียบระหว่าง vector ด้วยวธีีการดังกล่าวบางครัง้อาจได้ผลลัพธ์ที่ไม่สมเหตุสมผลนัก ตัวอย่างเช่น สมมตวิ่าเรา
ต้องการเปรียบเทยีบระหว่างไอเทม x และ y ซึ่งถูกแทนด้วย 2 vector ดังนี้ x = (3,3) และ y = (3,3) จากการค านวณด้วย 
cosine vector similarity เราได้ค่าเท่ากับ 1 ซึ่งแสดงว่าทั้งสองไอเทมนี้เหมือนกันมากที่สุด  แตเ่มื่อเราเปล่ียนค่าที่ใช้แทน x 
และ y ใหม่เป็น x = (3,3) และ y = (2,2) หรือ ให้ x = (5,5) และ y = (1,1)  ผลลัพธ์ที่ได้จากการค านวณด้วย Cosine 
Vector similarity ก็ยังคงได้ 1 ในทุกกรณี  ส่วน Pearson Correlation นั้นถึงแมจ้ะได้รับการยอมรับว่าท างานได้ดีอย่าง
กว้างขวาง แต่กจ็ าเป็นต้องใช้ความพยายามเพิ่มขึ้นในการตีความเน่ืองจากค่าที่ได้อาจเป็นได้ทัง้ค่าบวกและค่าลบ ท าให้ไม่
สะดวกในการน าไปใช้ อีกทั้งยังไม่เหมาะกบักรณีไอเทมที่จะน ามาเปรียบเทยีบกันมจี านวนคณุลักษณะที่ใช้อธิบายไอเทม 
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x = (5,5) และ y = (1,1) ผลลพัธ์ทีไ่ด้จากการ
ค�ำนวณด้วย Cosine Vector similarity กย็งัคง
ได้ 1 ในทกุกรณ ี ส่วน Pearson Correlation 
นั้นถึงแม้จะได้รับการยอมรับว่าท�ำงานได้ดีอย่าง
กว้างขวาง แต่กจ็�ำเป็นต้องใช้ความพยายามเพิม่
ขึ้นในการตีความเนื่องจากค่าที่ได้อาจเป็นได้
ทั้งค่าบวกและค่าลบ ท�ำให้ไม่สะดวกในการน�ำ
ไปใช้ อีกทั้งยังไม่เหมาะกับกรณีไอเทมที่จะ
น�ำมาเปรียบเทียบกันมีจ�ำนวนคุณลักษณะที่
ใช้อธิบายไอเทม นั้นๆ ค่อนข้างน้อย ดังนั้น
เพื่อลดความยุ ่งยากและความผิดพลาดจาก
ปัญหาในการใช้วิธีการวัดความคล้ายคลึงที่เป็น
มาตรฐานดงักล่าว จงึประยกุต์ใช้วธิกีารวดัความ 
คล้ายคลงึแบบ Tanimoto correlation เพือ่ทดสอบ 
ประสทิธภิาพของวธิกีารแนะน�ำทีไ่ด้น�ำเสนอเพือ่
เปรียบเทียบระหว่างผู้ใช้กับไอเทมดังแสดงใน
สมการที ่15 
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นั้น ๆ ค่อนข้างน้อย ดงันัน้เพื่อลดความยุ่งยากและความผิดพลาดจากปัญหาในการใชว้ิธกีารวัดความคล้ายคลึงที่เป็น
มาตรฐานดังกล่าว จึงประยุกตใ์ช้วิธีการวัดความคล้ายคลึงแบบ Tanimoto correlation เพื่อทดสอบประสิทธิภาพของวธิีการ
แนะน าที่ได้น าเสนอเพื่อเปรียบเทียบระหว่างผูใ้ช้กบัไอเทมดังแสดงในสมการที่ 15 
 
 

(15) 
 
 
 
โดยที่ asi เป็นเซตของคุณลักษณะต่าง ๆ (ถูกอธิบายด้วยค่าระดับความเข้มข้นของคุณลักษณะนั้น ๆ ซึ่งแทนด้วย asi,a) 
ของไอเทม i  ตัวอยา่งเช่น ต้องการเปรียบเทียบระหว่างผูใ้ช้กบัไอเทมคือ u4 กับ m6 เน่ืองจาก m6 มีสองคุณลักษณะคือ 
Adventure และ Drama ดังนั้น จึงน าเอาเฉพาะค่า global criteria ของ u4 ออกมาเฉพาะ Adventure และ Drama  เท่านั้น  
คือ  <0.333, 0.667>  เมื่อท าการ normalize ด้วยค่า max(0.333,0.667) จะได ้  <0.333/0.667, 0.667/0.667>  = 
<0.49925, 1> ซึ่งสามารถน าไปเปรียบเทียบกบั m6 ได้ u4 = <0.49925, 1> และ m6 = <0.433467, 0.53333> 
เมื่อน าไปแทนค่าในสูตร tanimoto จะได้ ดังนี้  
  Sim(4,6) =                                               (0.49925 * 0.433467) + (1 * 0.53333) 
                   (0.49925)2 + (0.433467)2 + (1)2 + (0.533333)2 ] -   [ (0.49925 * 0.433467) + (1 * 0.53333) ]              
               =   0.77145 
สังเกตว่า ค่า similarity จะไม่เกนิ 1 ถ้าเท่ากับ    1  แสดงว่าเหมือนกันทุกประการ เช่น สมมตุิ 
u4 = <0.49925, 1> 
m6 = <0.49925, 1> 
   Sim(4,6)   =                                      (0.49925 * 0.49925) + (1 * 1)  
                     (0.49925)2 + (0.49925)2 + (1)2 + (1)2 ] -  [ (0.49925 * 0.49925) + (1 * 1)] 

      = 1.0 
 
กำรทดสอบและประเมินผล 

ในการทดสอบความถูกต้องของวิธีการที่น าเสนอ งานวิจยันีใ้ชข้้อมูลจากระบบแนะน าภาพยนตร์ MovieLens 
(http://www.grouplens.org/node/73/) ซึ่งข้อมูลดังกล่าวได้ถูกรวบรวมโดยกลุ่มผู้วจิัยของ GroupLens Research Project 
แห่งมหาวิทยาลัย Minnesota โดยฐานข้อมูล MovieLens ที่น ามาใชใ้นการทดลองจะประกอบไปด้วยข้อมูลเกี่ยวกบั
ภาพยนตร์ (movies) ที่ถูกอธิบายด้วยประเภทของภาพยนตร์ (genres) ต่าง ๆ เช่น action, adventure, drama เป็นต้น ข้อ
มูลค่าคะแนนความชอบโดยรวม (rating) ของผูใ้ชจ้ านวน 100,000 ค่าที่รวบรวมจากผู้ใชจ้ านวน 943 คน ทีช่มภาพยนตร์
จ านวน 1682 เรื่อง ข้อมูลค่าคะแนนความชอบโดยรวม ที่ผู้ใช้ก าหนดจะมีค่าอยูใ่นช่วง 1 ถึง 5 (1=ไม่ชอบ และ 5=ชอบมาก
ที่สุด)  โดยผูใ้ชแ้ต่ละคนได้ก าหนดค่าคะแนนความชอบโดยรวมให้กับภาพยนตร์ไม่น้อยกว่า 20 เรื่อง  โดยทดสอบความ
ถูกต้องของการท านายของวธิีทีน่ าเสนอเปรียบเทียบกับวธิีการแนะน าแบบอื่น ๆ ทั้งแบบ single-criteria แบบดั้งเดิม คอื 
Single User-Based Collaborative Filtering และวิธีการแบบ multi-criteria ที่ประยุกตใ์ช้เทคนิค aggregation approach 
(Adomavicius et al, 2005) คือ Multi-attribute Aggregation for User-Based Collaborative Filtering  
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นั้น ๆ ค่อนข้างน้อย ดงันัน้เพื่อลดความยุ่งยากและความผิดพลาดจากปัญหาในการใชว้ิธกีารวัดความคล้ายคลึงที่เป็น
มาตรฐานดังกล่าว จึงประยุกตใ์ช้วิธีการวัดความคล้ายคลึงแบบ Tanimoto correlation เพื่อทดสอบประสิทธิภาพของวธิีการ
แนะน าที่ได้น าเสนอเพื่อเปรียบเทียบระหว่างผูใ้ช้กบัไอเทมดังแสดงในสมการที่ 15 
 
 

(15) 
 
 
 
โดยที่ asi เป็นเซตของคุณลักษณะต่าง ๆ (ถูกอธิบายด้วยค่าระดับความเข้มข้นของคุณลักษณะนั้น ๆ ซึ่งแทนด้วย asi,a) 
ของไอเทม i  ตัวอยา่งเช่น ต้องการเปรียบเทียบระหว่างผูใ้ช้กบัไอเทมคือ u4 กับ m6 เน่ืองจาก m6 มีสองคุณลักษณะคือ 
Adventure และ Drama ดังนั้น จึงน าเอาเฉพาะค่า global criteria ของ u4 ออกมาเฉพาะ Adventure และ Drama  เท่านั้น  
คือ  <0.333, 0.667>  เมื่อท าการ normalize ด้วยค่า max(0.333,0.667) จะได ้  <0.333/0.667, 0.667/0.667>  = 
<0.49925, 1> ซึ่งสามารถน าไปเปรียบเทียบกบั m6 ได้ u4 = <0.49925, 1> และ m6 = <0.433467, 0.53333> 
เมื่อน าไปแทนค่าในสูตร tanimoto จะได้ ดังนี้  
  Sim(4,6) =                                               (0.49925 * 0.433467) + (1 * 0.53333) 
                   (0.49925)2 + (0.433467)2 + (1)2 + (0.533333)2 ] -   [ (0.49925 * 0.433467) + (1 * 0.53333) ]              
               =   0.77145 
สังเกตว่า ค่า similarity จะไม่เกนิ 1 ถ้าเท่ากับ    1  แสดงว่าเหมือนกันทุกประการ เช่น สมมตุิ 
u4 = <0.49925, 1> 
m6 = <0.49925, 1> 
   Sim(4,6)   =                                      (0.49925 * 0.49925) + (1 * 1)  
                     (0.49925)2 + (0.49925)2 + (1)2 + (1)2 ] -  [ (0.49925 * 0.49925) + (1 * 1)] 

      = 1.0 
 
กำรทดสอบและประเมินผล 

ในการทดสอบความถูกต้องของวิธีการที่น าเสนอ งานวิจยันีใ้ชข้้อมูลจากระบบแนะน าภาพยนตร์ MovieLens 
(http://www.grouplens.org/node/73/) ซึ่งข้อมูลดังกล่าวได้ถูกรวบรวมโดยกลุ่มผู้วจิัยของ GroupLens Research Project 
แห่งมหาวิทยาลัย Minnesota โดยฐานข้อมูล MovieLens ที่น ามาใชใ้นการทดลองจะประกอบไปด้วยข้อมูลเกี่ยวกบั
ภาพยนตร์ (movies) ที่ถูกอธิบายด้วยประเภทของภาพยนตร์ (genres) ต่าง ๆ เช่น action, adventure, drama เป็นต้น ข้อ
มูลค่าคะแนนความชอบโดยรวม (rating) ของผูใ้ชจ้ านวน 100,000 ค่าที่รวบรวมจากผู้ใชจ้ านวน 943 คน ทีช่มภาพยนตร์
จ านวน 1682 เรื่อง ข้อมูลค่าคะแนนความชอบโดยรวม ที่ผู้ใช้ก าหนดจะมีค่าอยูใ่นช่วง 1 ถึง 5 (1=ไม่ชอบ และ 5=ชอบมาก
ที่สุด)  โดยผูใ้ชแ้ต่ละคนได้ก าหนดค่าคะแนนความชอบโดยรวมให้กับภาพยนตร์ไม่น้อยกว่า 20 เรื่อง  โดยทดสอบความ
ถูกต้องของการท านายของวธิีทีน่ าเสนอเปรียบเทียบกับวธิีการแนะน าแบบอื่น ๆ ทั้งแบบ single-criteria แบบดั้งเดิม คอื 
Single User-Based Collaborative Filtering และวิธีการแบบ multi-criteria ที่ประยุกตใ์ช้เทคนิค aggregation approach 
(Adomavicius et al, 2005) คือ Multi-attribute Aggregation for User-Based Collaborative Filtering  
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u4 ออกมาเฉพาะAdventure และ Drama เท่านัน้ 
คอื <0.333, 0.667> เมือ่ท�ำการ normalize ด้วย 
ค่า max (0.333,0.667) จะได้  <0.333/0.667, 
0.667/0.667>= <0.49925, 1> ซึ่งสามารถน�ำไป
เปรียบเทียบกับ m6 ได้ u4 = <0.49925,1> และ 
m6 =<0.433467, 0.53333> เมือ่น�ำไปแทนค่าใน
สูตร tanimoto จะได้ ดังนี้ 

โดยที่ as i เป็น เซตของคุณลักษณะต่างๆ 
(ถูกอธิบายด้วยค่าระดับความเข้มข้นของคุณ
ลักษณะนั้นๆ ซึ่งแทนด้วย asi,a) ของไอเทม i 
ตัวอย่าง เช่น ต้องการเปรียบเทียบระหว่างผู้ใช้
กับไอเทมคือ u4 กับ m6 เนื่องจาก m6 มีสอง
คุณลักษณะ คือ Adventure และ Drama ดัง
นั้น จึงน�ำเอาเฉพาะค่า global criteria ของ 
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การทดสอบและประเมินผล
	 ในการทดสอบความถูกต้องของวิธีการ 
ที่น�ำเสนอ งานวิจัยนี้ใช้ข้อมูลจากระบบแนะน�ำ 
ภาพยนตร ์ MovieLens (ht tp://www. 
grouplens.org/node/73/) ซึ่งข้อมูลดังกล่าว
ได้ถูกรวบรวมโดยกลุ่มผู้วิจัยของ GroupLens  
Research Project แห่งมหาวทิยาลยั Minnesota 
โดยฐานข้อมูล MovieLens ที่น�ำมาใช้ในการ 
ทดลองจะประกอบไปด ้วยข ้อมูลเกี่ยวกับ
ภาพยนตร์ (movies) ที่ถูกอธิบายด้วยประเภท
ของภาพยนตร์ (genres) ต่าง ๆ เช่น action, 
adventure, drama เป็นต้น ข้อมูลค่าคะแนน
ความชอบโดยรวม (rating) ของผู้ใช้จ�ำนวน 
100,000 ค่าที่รวบรวมจากผู้ใช้จ�ำนวน 943 คน 
ที่ชมภาพยนตร์จ�ำนวน 1682 เรื่อง ข้อมูลค่า 
คะแนนความชอบโดยรวม ที่ผู้ใช้ก�ำหนดจะมีค่า 
อยู่ในช่วง 1 ถึง 5 (1=ไม่ชอบ และ 5=ชอบมาก 
ที่สุด) โดยผู้ใช้แต่ละคนได้ก�ำหนดค่าคะแนน 
ความชอบโดยรวมให้กับภาพยนตร์ไม่น้อยกว่า 
20 เรือ่ง โดยทดสอบความถกูต้องของการท�ำนาย 
ของวิธีที่น�ำเสนอเปรียบเทียบกับวิธีการแนะน�ำ 
แบบอื่นๆ ทั้งแบบ single-criteria แบบดั้งเดิม 
คอื Single User-Based Collaborative Filtering 
และวิธีการแบบ multi-criteria ที่ประยุกต์ใช ้
เทคนคิ aggregation approach (Adomavicius 
et al, 2005) 

10 
 

นั้น ๆ ค่อนข้างน้อย ดงันัน้เพื่อลดความยุ่งยากและความผิดพลาดจากปัญหาในการใชว้ิธกีารวัดความคล้ายคลึงที่เป็น
มาตรฐานดังกล่าว จึงประยุกตใ์ช้วิธีการวัดความคล้ายคลึงแบบ Tanimoto correlation เพื่อทดสอบประสิทธิภาพของวธิีการ
แนะน าที่ได้น าเสนอเพื่อเปรียบเทียบระหว่างผูใ้ช้กบัไอเทมดังแสดงในสมการที่ 15 
 
 

(15) 
 
 
 
โดยที่ asi เป็นเซตของคุณลักษณะต่าง ๆ (ถูกอธิบายด้วยค่าระดับความเข้มข้นของคุณลักษณะนั้น ๆ ซึ่งแทนด้วย asi,a) 
ของไอเทม i  ตัวอยา่งเช่น ต้องการเปรียบเทียบระหว่างผูใ้ช้กบัไอเทมคือ u4 กับ m6 เน่ืองจาก m6 มีสองคุณลักษณะคือ 
Adventure และ Drama ดังนั้น จึงน าเอาเฉพาะค่า global criteria ของ u4 ออกมาเฉพาะ Adventure และ Drama  เท่านั้น  
คือ  <0.333, 0.667>  เมื่อท าการ normalize ด้วยค่า max(0.333,0.667) จะได ้  <0.333/0.667, 0.667/0.667>  = 
<0.49925, 1> ซึ่งสามารถน าไปเปรียบเทียบกบั m6 ได้ u4 = <0.49925, 1> และ m6 = <0.433467, 0.53333> 
เมื่อน าไปแทนค่าในสูตร tanimoto จะได้ ดังนี้  
  Sim(4,6) =                                               (0.49925 * 0.433467) + (1 * 0.53333) 
                   (0.49925)2 + (0.433467)2 + (1)2 + (0.533333)2 ] -   [ (0.49925 * 0.433467) + (1 * 0.53333) ]              
               =   0.77145 
สังเกตว่า ค่า similarity จะไม่เกนิ 1 ถ้าเท่ากับ    1  แสดงว่าเหมือนกันทุกประการ เช่น สมมตุิ 
u4 = <0.49925, 1> 
m6 = <0.49925, 1> 
   Sim(4,6)   =                                      (0.49925 * 0.49925) + (1 * 1)  
                     (0.49925)2 + (0.49925)2 + (1)2 + (1)2 ] -  [ (0.49925 * 0.49925) + (1 * 1)] 

      = 1.0 
 
กำรทดสอบและประเมินผล 

ในการทดสอบความถูกต้องของวิธีการที่น าเสนอ งานวิจยันีใ้ชข้้อมูลจากระบบแนะน าภาพยนตร์ MovieLens 
(http://www.grouplens.org/node/73/) ซึ่งข้อมูลดังกล่าวได้ถูกรวบรวมโดยกลุ่มผู้วจิัยของ GroupLens Research Project 
แห่งมหาวิทยาลัย Minnesota โดยฐานข้อมูล MovieLens ที่น ามาใชใ้นการทดลองจะประกอบไปด้วยข้อมูลเกี่ยวกบั
ภาพยนตร์ (movies) ที่ถูกอธิบายด้วยประเภทของภาพยนตร์ (genres) ต่าง ๆ เช่น action, adventure, drama เป็นต้น ข้อ
มูลค่าคะแนนความชอบโดยรวม (rating) ของผูใ้ชจ้ านวน 100,000 ค่าที่รวบรวมจากผู้ใชจ้ านวน 943 คน ทีช่มภาพยนตร์
จ านวน 1682 เรื่อง ข้อมูลค่าคะแนนความชอบโดยรวม ที่ผู้ใช้ก าหนดจะมีค่าอยูใ่นช่วง 1 ถึง 5 (1=ไม่ชอบ และ 5=ชอบมาก
ที่สุด)  โดยผูใ้ชแ้ต่ละคนได้ก าหนดค่าคะแนนความชอบโดยรวมให้กับภาพยนตร์ไม่น้อยกว่า 20 เรื่อง  โดยทดสอบความ
ถูกต้องของการท านายของวธิีทีน่ าเสนอเปรียบเทียบกับวธิีการแนะน าแบบอื่น ๆ ทั้งแบบ single-criteria แบบดั้งเดิม คอื 
Single User-Based Collaborative Filtering และวิธีการแบบ multi-criteria ที่ประยุกตใ์ช้เทคนิค aggregation approach 
(Adomavicius et al, 2005) คือ Multi-attribute Aggregation for User-Based Collaborative Filtering  
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คือ Multi-attribute Aggregation for User-
Based Collaborative Filtering การประเมิน 
ประสิทธิภาพความถูกต ้องในการจ�ำแนก  
(classification accuracy) จะก�ำหนด thresholds 
เพื่อใช้ในการจ�ำแนกภาพยนตร์ที่ถูกแนะน�ำออก 
เป็นสองกลุ่ม (relevant และ non-relevant) 
โดยจะประเมินด้วยค่า threshold 2 ระดับคือ 
3 and 4 (ถ้าค่าที่ท�ำนายมากกว่า หรือเท่ากับ 
Threshold ทีก่�ำหนด ผลลพัธ์นัน้จะจดัอยูใ่นกลุม่  
relevant,ถ้าน้อยกว่าจะจัดอยู่ในกลุ่ม non-
relevant) เราเลือกที่จะทดลองในกรณีที่ขนาด 
neighbor size เท่ากับ10 โดยจะพิจารณาสิ่งที่ 
แนะน�ำในลักษณะ top N recommendations  
โดยที่ N คือจ�ำนวนไอเทมหรือค�ำแนะน�ำที่ 
เหมาะสมมากทีส่ดุทีต้่องการจะแนะน�ำให้กบัผูใ้ช้ 
ส�ำหรับการทดลองนี้ได้ก�ำหนดค่าของ N เป็น 1
และ 5 และได้ผลการทดลองดังแสดงในตาราง
ที่ 7
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การประเมินประสิทธิภาพความถูกต้องในการจ าแนก (classification accuracy) จะก าหนด thresholds เพื่อใช้ใน
การจ าแนกภาพยนตร์ทีถู่กแนะน าออกเป็นสองกลุ่ม (relevant และ non-relevant) โดยจะประเมินด้วยค่า threshold 2 
ระดับคือ 3 and 4 (ถ้าค่าที่ท านายมากกว่า หรือเท่ากับ Threshold ที่ก าหนด ผลลัพธ์นั้นจะจัดอยู่ในกลุ่ม relevant , ถ้าน้อย
กว่าจะจัดอยู่ในกลุ่ม non-relevant)  เราเลือกที่จะทดลองในกรณีที่ขนาด neighbor size เท่ากับ10 โดยจะพจิารณาส่ิงที่
แนะน าในลักษณะ top N recommendations โดยที่ N คือจ านวนไอเทมหรือค าแนะน าที่เหมาะสมมากที่สุดทีต่้องการจะ
แนะน าให้กับผู้ใช้ ส าหรบัการทดลองนี้ได้ก าหนดค่าของ N เป็น 1 และ 5 และได้ผลการทดลองดังแสดงในตารางที่ 7 
 

ตำรำงที่ 7 ผลกำรทดสอบ 

ค่า
Thresholds วิธีการ 

Precision 
in 

Top-1(%) 

Precision 
in 

Top-5(%) 

         3 
Single User-Based Collaborative Filtering 89.2 89.1 
Multi-attribute Aggregation for User-Based Collaborative Filtering 90.0 89.7 

  วิธีที่น าเสนอ  91.1 91.0 

 Single User-Based Collaborative Filtering 71.9 72.8 
          4 Multi-attribute Aggregation for User-Based Collaborative Filtering 72.2 73.9 
  วิธีที่น าเสนอ 74.1 75.8 

 
จากข้อมูลที่แสดงในตารางที ่7 แสดงให้เห็นว่าวิธีการที่น าเสนอมีผลการท านายที่ดีกว่าวธิีการอืน่ที่น ามาเปรียบเทียบ

ทั้งสองวิธี เป็นการสนับสนุนว่าวธิีการรวบรวมข้อมูลที่น าเสนอนี้สามารถสร้างข้อมูลที่เป็นประโยชน์ต่อการพฒันาระบบผู้
แนะน าแบบหลายเกณฑ์ได้  นอกจากนั้นในวธิีการที่น าเสนอนี้ยงัเป็นการลดการ sparse ของเมทริกต์ใช้ในระบบด้วยการ
แปลงข้อมูลให้เป็นแบบไฮบรทิ เช่น ในกรณีของตัวอยา่งทีใ่ชใ้นการทดลอง ได้การแปลงขนาดของข้อมูล User-Item 
Ratings (UIR) ที่มขีนาดเท่ากับ 100,000 X 1682 (จ านวนผูใ้ชท้ี่ก าหนดค่าความชอบโดยรวม X จ านวนภาพยนต)์ ให้เป็น
เมทริกตข์นาด 943 X 7 (จ านวนผู้ใช้ X จ านวนของประเภทภาพยนต)์ จะเห็นได้ว่าขนาดของขอ้มูลเล็กลงอย่างมาก ในส่วน
ขิงข้อมูลของไอเทม (Item-Attributes Binary Values: IAB) ถึงแม้ว่าจะมขีนาดเท่าเดิมไม่เปล่ียนแปลงในกรณีนี้เท่ากับ 
1682 X 7 (จ านวนภาพยนต ์X จ านวนของประเภทภาพยนต)์ แต่ค่าน้ าหนักคะแนนของแต่ละคณุลักษณะมีความชัดเจน
มากขึ้น ไม่ใช่ค่าที่เป็น 0 หรือ 1 เท่านัน้ ท าให้การท านายมีความถูกต้องมากขึ้น 
 
สรุป 

ในงานวจิัยนี้ได้น าเสนอระบบผู้แนะน าแบบหลายเกณฑ์ ด้วยวธิีการรวบรวมข้อมูลความชอบของผู้ใชท้างอ้อมเพื่อลด
ภาระของผูใ้ชใ้นการทีจ่ะต้องประเมินและให้ข้อมูลความชอบที่มตี่อคุณลักษณะต่าง ๆ ของไอเทม และลดปัญหาความไม่
สอดคล้องกนัของข้อมูลที่เกิดจากการรวบรวมจากผูใ้ชโ้ดยตรง โดยวิธีการที่น าเสนอจะเป็นการผนวกกันของข้อมูล
ความชอบของผู้ใช้เกี่ยวกบัคุณลักษณะโดยรวมของไอเทมเข้ากบัข้อมูลคุณลักษณะต่าง ๆ ของไอเทม เพื่อท าการวิเคราะห์
และสร้างเป็นข้อมูลความชอบของผู้ใช้เกีย่วกับคุณลักษณะต่าง ๆ ของไอเทม เพื่อประโยชน์ในการแนะน าไอเทมให้กบัผู้ใช้
เป็นรายเฉพาะบุคคลที่เป็นประโยชน์อย่างมากต่อการพัฒนาระบบผู้แนะน าแบบหลายเกณฑ์ เปน็ประโยชน์ส าหรับการเพิม่
ความสามารถการท างานจากระบบที่เคยใชว้ิธีการแบบเกณฑ์เดียวไปใชว้ิธีการแบบหลายเกณฑท์ี่มีประสิทธิภาพมากกว่า

	 จากข้อมูลที่แสดงในตารางที่ 7 แสดง
ให้เหน็ว่าวธิกีารทีน่�ำเสนอมผีลการท�ำนายทีด่กีว่า
วิธีการอื่นที่น�ำมาเปรียบเทียบทั้งสองวิธี เป็นการ
สนับสนุนว่าวิธีการรวบรวมข้อมูลที่น�ำเสนอนี้
สามารถสร้างข้อมลูทีเ่ป็นประโยชน์ต่อการพฒันา
ระบบผูแ้นะน�ำแบบหลายเกณฑ์ได้  นอกจากนัน้
ในวิธีการที่น�ำเสนอนี้ยังเป็นการลดการ sparse 
ของเมทริกต์ใช้ในระบบด้วยการแปลงข้อมูลให้
เป็นแบบไฮบรทิ เช่น ในกรณขีองตวัอย่างทีใ่ช้ใน
การทดลอง ได้การแปลงขนาดของข้อมูล User-
Item Ratings (UIR) ทีม่ขีนาดเท่ากบั 100,000 X 
1682 (จ�ำนวนผูใ้ช้ทีก่�ำหนดค่าความชอบโดยรวม 
X จ�ำนวนภาพยนต์) ให้เป็นเมทรกิต์ขนาด 943 X 
7 (จ�ำนวนผู้ใช้ X จ�ำนวนของประเภทภาพยนต์) 
จะเหน็ได้ว่าขนาดของข้อมลูเลก็ลงอย่างมาก ใน
ส่วนขงิข้อมลูของไอเทม (Item-Attributes Binary 
Values: IAB) ถึงแม้ว่าจะมีขนาดเท่าเดิมไม่
เปลีย่นแปลงในกรณนีีเ้ท่ากบั 1682 X 7 (จ�ำนวน
ภาพยนต์ X จ�ำนวนของประเภทภาพยนต์) แต่
ค่าน�้ำหนักคะแนนของแต่ละคุณลักษณะมีความ
ชัดเจนมากขึ้น ไม่ใช่ค่าที่เป็น 0 หรือ 1 เท่านั้น 
ท�ำให้การท�ำนายมีความถูกต้องมากขึ้น

สรุป
	 ในงานวิจัยนี้ได้น�ำเสนอระบบผู้แนะน�ำ
แบบหลายเกณฑ์ ด้วยวธิกีารรวบรวมข้อมลูความ
ชอบของผูใ้ช้ทางอ้อมเพือ่ลดภาระของผูใ้ช้ในการ
ที่จะต้องประเมินและให้ข้อมูลความชอบที่มีต่อ 
คุณลักษณะต่างๆ ของไอเทม และลดปัญหา 
ความไม่สอดคล้องกันของข้อมูลที่เกิดจากการ 
รวบรวมจากผู้ใช้โดยตรง โดยวิธีการที่น�ำเสนอ 
จะเป็นการผนวกกนัของข้อมลูความชอบของผูใ้ช้ 
เกี่ยวกับคุณลักษณะโดยรวมของไอเทมเข้ากับ 
ข้อมูลคุณลักษณะต่างๆ ของไอเทม เพื่อท�ำการ 
วิเคราะห์และสร้างเป็นข้อมูลความชอบของผู ้
ใช้เกี่ยวกับคุณลักษณะต่างๆ ของไอเทม เพื่อ 
ประโยชน์ในการแนะน�ำไอเทมให้กบัผูใ้ช้เป็นราย 
เฉพาะบุคคลที่เป็นประโยชน์อย่างมากต่อการ 
พัฒนาระบบผู ้แนะน�ำแบบหลายเกณฑ์ เป็น 
ประโยชน์ส�ำหรับการเพิ่มความสามารถการ 
ท�ำงานจากระบบที่เคยใช้วิธีการแบบเกณฑ์เดียว 
ไปใช้วิธีการแบบหลายเกณฑ์ที่มีประสิทธิภาพ 
มากกว่าโดยการใช้ข้อมลูเดมิทีม่อียูไ่ด้แล้ว พร้อม 
ทั้งยังสามารถที่จะลดปัญหา intrusiveness และ 
ความไม่สอดคล้องของข้อมูลความชอบของผู้ใช้
ได้อีกด้วย 

11 
 

การประเมินประสิทธิภาพความถูกต้องในการจ าแนก (classification accuracy) จะก าหนด thresholds เพื่อใช้ใน
การจ าแนกภาพยนตร์ทีถู่กแนะน าออกเป็นสองกลุ่ม (relevant และ non-relevant) โดยจะประเมินด้วยค่า threshold 2 
ระดับคือ 3 and 4 (ถ้าค่าที่ท านายมากกว่า หรือเท่ากับ Threshold ที่ก าหนด ผลลัพธ์นั้นจะจัดอยู่ในกลุ่ม relevant , ถ้าน้อย
กว่าจะจัดอยู่ในกลุ่ม non-relevant)  เราเลือกที่จะทดลองในกรณีที่ขนาด neighbor size เท่ากับ10 โดยจะพจิารณาส่ิงที่
แนะน าในลักษณะ top N recommendations โดยที่ N คือจ านวนไอเทมหรือค าแนะน าที่เหมาะสมมากที่สุดทีต่้องการจะ
แนะน าให้กับผู้ใช้ ส าหรบัการทดลองนี้ได้ก าหนดค่าของ N เป็น 1 และ 5 และได้ผลการทดลองดังแสดงในตารางที่ 7 
 

ตำรำงที่ 7 ผลกำรทดสอบ 

ค่า
Thresholds วิธีการ 

Precision 
in 

Top-1(%) 

Precision 
in 

Top-5(%) 

         3 
Single User-Based Collaborative Filtering 89.2 89.1 
Multi-attribute Aggregation for User-Based Collaborative Filtering 90.0 89.7 

  วิธีที่น าเสนอ  91.1 91.0 

 Single User-Based Collaborative Filtering 71.9 72.8 
          4 Multi-attribute Aggregation for User-Based Collaborative Filtering 72.2 73.9 
  วิธีที่น าเสนอ 74.1 75.8 

 
จากข้อมูลที่แสดงในตารางที ่7 แสดงให้เห็นว่าวิธีการที่น าเสนอมีผลการท านายที่ดีกว่าวธิีการอืน่ที่น ามาเปรียบเทียบ

ทั้งสองวิธี เป็นการสนับสนุนว่าวธิีการรวบรวมข้อมูลที่น าเสนอนี้สามารถสร้างข้อมูลที่เป็นประโยชน์ต่อการพฒันาระบบผู้
แนะน าแบบหลายเกณฑ์ได้  นอกจากนั้นในวธิีการที่น าเสนอนี้ยงัเป็นการลดการ sparse ของเมทริกต์ใช้ในระบบด้วยการ
แปลงข้อมูลให้เป็นแบบไฮบรทิ เช่น ในกรณีของตัวอยา่งทีใ่ชใ้นการทดลอง ได้การแปลงขนาดของข้อมูล User-Item 
Ratings (UIR) ที่มขีนาดเท่ากับ 100,000 X 1682 (จ านวนผูใ้ชท้ี่ก าหนดค่าความชอบโดยรวม X จ านวนภาพยนต)์ ให้เป็น
เมทริกตข์นาด 943 X 7 (จ านวนผู้ใช้ X จ านวนของประเภทภาพยนต)์ จะเห็นได้ว่าขนาดของขอ้มูลเล็กลงอย่างมาก ในส่วน
ขิงข้อมูลของไอเทม (Item-Attributes Binary Values: IAB) ถึงแม้ว่าจะมขีนาดเท่าเดิมไม่เปล่ียนแปลงในกรณีนี้เท่ากับ 
1682 X 7 (จ านวนภาพยนต ์X จ านวนของประเภทภาพยนต)์ แต่ค่าน้ าหนักคะแนนของแต่ละคณุลักษณะมีความชัดเจน
มากขึ้น ไม่ใช่ค่าที่เป็น 0 หรือ 1 เท่านัน้ ท าให้การท านายมีความถูกต้องมากขึ้น 
 
สรุป 

ในงานวจิัยนี้ได้น าเสนอระบบผู้แนะน าแบบหลายเกณฑ์ ด้วยวธิีการรวบรวมข้อมูลความชอบของผู้ใชท้างอ้อมเพื่อลด
ภาระของผูใ้ชใ้นการทีจ่ะต้องประเมินและให้ข้อมูลความชอบที่มตี่อคุณลักษณะต่าง ๆ ของไอเทม และลดปัญหาความไม่
สอดคล้องกนัของข้อมูลที่เกิดจากการรวบรวมจากผูใ้ชโ้ดยตรง โดยวิธีการที่น าเสนอจะเป็นการผนวกกันของข้อมูล
ความชอบของผู้ใช้เกี่ยวกบัคุณลักษณะโดยรวมของไอเทมเข้ากบัข้อมูลคุณลักษณะต่าง ๆ ของไอเทม เพื่อท าการวิเคราะห์
และสร้างเป็นข้อมูลความชอบของผู้ใช้เกีย่วกับคุณลักษณะต่าง ๆ ของไอเทม เพื่อประโยชน์ในการแนะน าไอเทมให้กบัผู้ใช้
เป็นรายเฉพาะบุคคลที่เป็นประโยชน์อย่างมากต่อการพัฒนาระบบผู้แนะน าแบบหลายเกณฑ์ เปน็ประโยชน์ส าหรับการเพิม่
ความสามารถการท างานจากระบบที่เคยใชว้ิธีการแบบเกณฑ์เดียวไปใชว้ิธีการแบบหลายเกณฑท์ี่มีประสิทธิภาพมากกว่า
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