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Abstract

This article aims to compare the estimated models for the
Regression Model and Vector Autoregressive Model for time series data.
The comparison is found that

For most economic data used to look Non Stationary is not
appropriate to use a model Estimating Regression Model with because it
will affect the implementation and results applying the results to the
forecast error is high. Should select the Vector Autoregressive Model,
because the information is used only for the Stationary same level (Level)
and the Error Correction Mechanism (ECM) to join in the model. The
results can be explained more clearly.

However, The Best Model to create a model estimating the
correct and appropriate for that type of information will result in the

forecast errors are low and can be used to accurately follow.

Keywords : Error Term / Time Series Data / Forecasting.
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2.2 Vector Autoregressive Model (VAR)
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Model Approach

metazsnaunAnaeRtIFaus
é’ﬂwm:ﬁ'lﬂu Non Stationary A8 Co-
integration ‘v:ﬂhmlﬁﬁmm Spurious
Regression %Gﬂi:ﬂauﬁﬁﬁl?ﬁ Engle—
Granger (EG) 9 Augmented Engle—
Granger (AEG) Test Waz3s Johansen
and Juselius LTlunnsmsiaaaninanangun
AauFUIAIAITINIY AAualFann
AUNITNANRE Co-intfegrating Regression
1flu Stationary vi3aly DINUINATGA
sunau dufludiulsznemidadunss
(Linear Combination) ﬂJﬂdﬁ’JLLﬂ?ﬁﬁﬂwmz
U stationary uaneIn fautsiiiansan
dpuaulimiiy Co-integration 38n19%i0
ABNSNAAAL Stationary UBIANAINUAANA
Lﬂ?ﬁlau (Error Term)

u, = Yt_a_ﬁXt
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(Standard VAR) i
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dazimalng Ghulsanu) Tuegfuiadedl  srelmsinakeustinsinadl 1w 2535 -
fanswananisilasuuasie YAAINT IATUNAT 4 WA, 2552 FAUTANUA 72
undhduAnTngavuaznu muldsdasy)  daya Observation) Taeutanisiiasizi
IneldioyanAagil (Secondary Data) uiaslunauandldsad

Sviunl9
X unu Autnanangaamnssuledtszinalng
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HANTTILATIZIANN Regression Model

lx = 0.04 - 0.43ZmC + 0.022AR(1) (1)
(0.20) (-7.54)*" (2.03)

F-Statistic = 12.79 p-value = 0.00
R’= 0.89 Adjust R’ = 0.81
Durbin Watson = 2.31
NAN1TILATIZIATN Vector Autoregressive Model
Alx = 0007 - 060 Alx. ..+ 003 Almc.., + 0.03ecm @

(3.50) (-7.72) (2.53) (0.40)
F-Statistic = 16.256

Almc =025 - 155 Almc,., - 268 Alx.., +0.25ecMm
(1.37) (-6.67) (-2.49) (2.01)
F-Statistic = 27.25
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(Forecasting)
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Root Mean Square Error
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agelsfinny duSeuisuanugnandves
ANl &annnnanennaal (Forecash fudeya
939 (Actual Data) Tu Regression Model
e Vector Autoregressive Model WU
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