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บทคัดย่อ

บทความนี ้มวีตัถปุระสงคเ์พือ่เปรยีบเทยีบโมเดลการประมาณคา่ ระหวา่งตวั

แบบถดถอย (Regression Model) กับ ตัวแบบเวคเตอร์อัตรถดถอย (Vector 

Autoregressive Model) สำ�หรับข้อมูลอนุกรมเวลา โดยผลการเปรียบเทียบพบว่า

ขอ้มลูทางเศรษฐกจิสว่นใหญท่ีน่ำ�มาใชจ้ะมลีกัษณะ Non Stationary จงึไม่

เหมาะสมที่มีการเลือกใช้โมเดลประมาณค่าด้วย Regression Model เพราะจะส่งผล

กระทบต่อการนำ�ผลลัพธ์มาประยุกต์ใช้และส่งผลให้การพยากรณ์มีความคลาดเคลื่อน

สูง จึงควรเลือก Vector Autoregressive Model เพราะมีการเลือกใช้เฉพาะข้อมูลที่

เป็น Stationary ในระดับเดียวกัน (Level) และได้นำ�  Error Correction 

Mechanism (ECM) มาร่วมในโมเดล ซึ่งสามารถอธิบายผลลัพธ์ได้ชัดเจนมากยิ่งขึ้น

ด้วย 

อยา่งไรกต็าม การสรา้งตวัแบบทีด่ทีีส่ดุนัน้ (The Best Model) จะตอ้งมกีาร

เลือกแบบจำ�ลองประมาณค่าให้ถูกต้องและเหมาะสมกับประเภทของข้อมูลนั้นๆ ซึ่ง

จะส่งผลให้การพยากรณ์เกิดความคลาดเคลื่อนต่ำ�  และสามารถนำ�มาใช้ประโยชน์ได้

อย่างถูกต้องต่อไป

คำ�สำ�คัญ : ความคลาดเคลื่อน/ข้อมูลอนุกรมเวลา/การพยากรณ์
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Abstract

This article aims to compare the estimated models for the 

Regression Model and Vector Autoregressive Model for time series data. 

The comparison is found that 

For most economic data used to look Non Stationary is not 

appropriate to use a model Estimating Regression Model with because it 

will affect the implementation and results applying the results to the 

forecast error is high. Should select the Vector Autoregressive Model, 

because the information is used only for the Stationary same level (Level) 

and the Error Correction Mechanism (ECM) to join in the model. The 

results can be explained more clearly. 

However, The Best Model to create a model estimating the 

correct and appropriate for that type of information will result in the 

forecast errors are low and can be used to accurately follow. 

	

Keywords : Error Term / Time Series Data / Forecasting.
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1. บทนำ�

การสบืคน้หาคำ�ตอบจากสิง่ทีเ่ราศกึษา 

หรือจากสิ่งที่เป็นปัญหาต้องแก้นั้น โดยการ

ประมาณการ หรือประมาณค่า (Estimation) 

ซึ่งการแสวงหาคำ�ตอบดังกล่าวย่อมที่แตกต่าง

กันในแต่ละแบบจำ�ลอง (Model) แต่สิ่งหนึ่งที่

เราจะต้องปฏิบัติให้เหมือนกันในการประมาณ

ค่า คือ การพยายามทำ�ให้เกิดความคลาด

เคลื่อนให้น้อยที่สุด เพื่อให้ผลจากการประมาณ

ค่าสามารถนำ�ไปใช้ให้เกิดประโยชน์สูงสุดต่อไป

ได้ 

การประมาณคา่ (Estimation) ในแตล่ะ

ตัวแบบ (Model) มีด้วยกันหลายวิธ ี แต่ละวิธี

ย่อมนำ�มาใช้แตกต่างกันในแต่ละแบบจำ�ลอง 

และแตกต่างกันในแต่ละประเภทของข้อมูล ซึ่ง

ข้อมูลอนุกรมเวลา (Time Series Data) ก็เป็น

ข้อมูลประเภทหนึ่งที่จะต้องระมัดระวังในการ

ประมาณค่า เพราะถ้าเลือกใช้ผิด จะส่งผลให้

เกิดความเสียหายในการนำ�ไปใช้ประโยชน์ 

ตัวอย่างเช่น ข้อมูลที่เกี่ยวข้องกับการวางแผน

กำ�หนดกลยุทธ์ทางด้านเศรษฐกิจของประเทศ 

เป็นต้น อย่างไรก็ตาม จากการศึกษางานวิจัย

ต่างๆ ทั้งในประเทศและต่างประเทศ พบว่า มี

งานวิจัยจำ�นวนมากที่ได้เลือกใช้แบบจำ�ลอง

และวิธีการประมาณค่าที่แตกต่างกัน สำ�หรับ

บทความวิชาการฉบับนี้ จะเลือกคัดสรรแบบ

จำ�ลองเพื่อใช้ในการเปรียบเทียบด้วยกัน 2 

แบบจำ�ลอง คือ Regression Model และ 

Vector Autoregressive Model (VAR) ทั้งนี้

เพื่อให้เห็นถึงข้อดีข้อเสียของแต่ละแบบจำ�ลอง 

ตลอดจนความแตกต่างจากคำ�ตอบที่ได้จาก

แต่ละแบบจำ�ลอง เพื่อเป็นประโยชน์ในการนำ�

ไปใช้ต่อไป

2. ประเภทแบบจำ�ลอง

	 ตวัแบบ (Model) ทีใ่ชใ้นการอธบิาย

เปรียบเทียบ สำ�หรับข้อมูลที่เป็น Time Series 

จะเลือกใช้ 2 แบบจำ�ลอง คือ Regression 

Model และ Vector Autoregressive Model 

(VAR) แสดงรายละเอียดดังนี้

2.1 Regression Model

การนำ�ขอ้มลู Time Series มาใชใ้นการ

วิเคราะห์ข้อมูล โครงสร้างของโมเดลจะให้

ความสำ�คัญกับค่าความคลาดเคลื่อน โดยรวม

ความคลาดเคลื่อนของแต่ละจุดเข้าด้วยกันและ

ไม่ต้องคำ�นึงถึงเครื่องหมาย แสดงได้ดังนี้

	       =		 	 (1)

 

จากสมการที ่(1) พบวา่ ผลรวมของ

ส่วนที่เบี่ยงเบนไปจากเส้นตรงนั้น จะเบี่ยงเบน

ไปไม่ว่าทางด้านบวกหรือทางด้านลบ แต่ผล

รวมของการเบี่ยงเบนจะเข้าใกล้ศูนย์มากที่สุด 

ดังนั้น ในการคำ�นวณเส้นที่ดีที่สุดจะคำ�นวณ

โดยใช้วิธี กำ�ลังสองน้อยที่สุด (Ordinary Least 

Square : OLS) โดยใช้โมเดลประเภท Single 

Regression Model ดังต่อไปนี้

การหาคา่  ,   โดยการ Take Partial 

Derivative มุ่งตรงต่อ     และ  แล้ว Set ให้

เท่ากับศูนย์

	     =                     = 0 (2)

Normal Equation

			   =			 

						    

			   =
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จากสมการ Normal Equations 

สามารถคำ�นวณหาคำ�ตอบได้หลายวิธีด้วยกัน 

เช่น การแทนค่า (Substitution) การขจัด

ตัวแปร (Systematic Elimination) และ 

Cramer’s Rule เป็นต้น

การคำ�นวณหาคา่  จะคำ�นวณโดยใช้

สูตรหรือไม่ก็ได้ ถ้าไม่ใช้สูตรสามารถคำ�นวณ

ได้จากการย้ายข้างสมการ Normal Equation 

ดังนี้

	     

	       	 =				  

	 	 =	 	      (3)

สำ�หรบัการคำ�นวณ   สามารถคำ�นวณ

ได้จากหลายวิธีด้วยกัน เช่น การคำ�นวณด้วย

วิธี Cramer’s Rule แสดงได้ดังนี้

			       =

	

		

	 =	 	 	      (4)

	

	 =	 	 	      (5)

อยา่งไรกต็าม จากสมการที ่(1) ถงึ

สมการที่ (5) พบว่าในการประมาณค่าสมการ

ถดถอย หรือคำ�นวณค่า	  และ 	  เพื่อจะได้

ทราบขนาดของการเปลี่ยนแปลงและทิศทาง 

ของการเปลี่ยนแปลงของ    ที่มีผลต่อ   แต่

ผลลัพธ์ที่ได้จะไม่สามารถอธิบายหรือทราบ 

คำ�ตอบได้เลยถ้าหากว่า Regression Line  

นั้นขาดการทดสอบคุณสมบัติของตัวประมาณ

ค่า หรือ คุณสมบัติของ OLS–Estimator หรือ

คุณสมบัติความเป็น Best Linear Unbiased 

Estimator (BLUE) ตามทฤษฎีของ Gauss–

Markov ซึ่งคุณสมบัติความเป็น BLUE ดังนี้

1.     และ     เปน็ตวัประมาณคา่ทีไ่ม่

เอนเอียง (Unbiased)

		  =   β
         	=	

2.    และ    มคีวามแปรปรวนต่ำ�ทีส่ดุ 

(Minimum Variance)  Variance  ของ  

แสดงได้ดังนี้

		  =				  

						    

		  =

	 Variance ของ	  แสดงได้ดังนี้

	      =

		

		

	      =

	      =

             =

	      =
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ซึ่งตัวประมาณค่าของ

		    = 

ดังนั้น จะพบว่า ตัวประมาณค่า   

เป็นตัว OLS–Estimator ที่ดีที่สุด (Best Linear 

Unbiased Estimator : BLUE)

2.2 Vector Autoregressive Model (VAR)

รปูแบบมาตรฐานของแบบจำ�ลอง VAR 

(Standard VAR) ประกอบตัวแปรทางขวามือ

ของทุกสมการมีจำ�นวนเท่ากันและอยู่ในรูปของ

ตัวแปรล่าช้า (Lagged Variables) ของ

ตัวแปรภายใน ดังนี้

=       +       +…+       +    (1)

=  เวคเตอร์ของตัวแปรภายใน

= เวคเตอรข์องตวัแปรภายในลา่ชา้ 

(Lagged Values of Endogenous Variables)

= เมตรกิซข์องสมัประสทิธห์รอืคา่พารา

มิเตอร์ของตัวแปรภายในในรูปล่าช้า

= เวคเตอรข์องตวัรบกวน (Disturbance 

Terms) หรือเรียกว่า Impulses หรือ Innova-

tions หรือ Shocks

จากสมการที่ (1) ค่า u1t ~      

และ u2t ~            ซึ่งค่าตัวรบกวนแต่ละ

ตัวจะมีความสัมพันธ์กัน แต่จะไม่มีความสัมพันธ์ 

กับตัวแปรล่าช้าของตัวแปรภายในทุกตัว และ 

ตัวแปรในสมการจะต้องมีความเป็นเหตุเป็น 

ผลกัน ประกอบกับค่าสัมประสิทธิ์ที่ประมาณได้

นั้นจะต้องมีคุณสมบัติความเป็น BLUE เพื่อไม่

ให้เกิดปัญหา Spurious Estimate  

3. การปรับข้อมูลให้มีลักษณะเป็น Stationary

ตวัแปรทีม่ลีกัษณะเปน็ Non Stationary 

จะมีค่าผันแปรไปตามเวลา ซึ่งอาจมีค่าเพิ่มขึ้น

หรือลดลงก็ได้เมื่อเวลาเปลี่ยนแปลงไป กล่าว

อีกนัยคือ ตัวแปรที่มีลักษณะ Non Stationary 

จะได้รับอิทธิพลจากเวลา ดังนั้น หลักการใน

การปรับตัวแปรให้เป็น Stationary ก็คือต้องตัด 

หรือแยกผลของตัวแปรเวลา (Time Variable) 

ออกจากข้อมูลที่สังเกต ซึ่งกระทำ�ได้ 2 วิธี 

ดังนี้ 

1. การปรบัขอ้มลูใหอ้ยูใ่นรปูผลตา่ง

ลำ�ดับที่หนึ่งหรือสูงกว่า (Differencing the 

Series Once or More) 

2. การปรบัขอ้มลูดว้ยวธิ ีCo-integration 

การทดสอบว่า ตัวแปรที่พิจารณามีคุณสมบัติ

เป็น Co-integration หรือไม่ มีวิธีการตรวจ

สอบที่นิยมใช้ 2 วิธีคือ Engle–Granger (EG) 

หรือ Augmented Engle – Granger (AEG) 

และวิธี Johansen and Juselius Test 

1. การปรบัขอ้มลูใหอ้ยูใ่นรปูผลตา่ง 

การตรวจสอบคณุสมบตัคิวามเปน็ 

Stationary โดยการตรวจสอบ “ A Unit Root 

Test” เพราะข้อมูลอนุกรมเวลา (Time - Series 

Data) มีลักษณะเป็นตัวแปรเชิงสุ่ม (Random 

Variables) เมื่อนำ�มาเรียงกันตามลำ�ดับเวลาที่

เกิดขึ้น (Order in Time) เรียกว่า Stochastic 

หรือ Random Process โดยที่การผันแปรของ

ข้อมูลในลักษณะที่เป็น Stochastic มี 2 แบบ 

คือ Stationary Stochastic Process กับ Non 

Stat ionary Stochast ic Process โดย

คุณสมบัติของ S ta t ionary และ Non 

Stationary แสดงได้ดังนี้
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Stationary Stochastic Process คอื 

ข้อมูลอนุกรมเวลาที่มีค่าเฉลี่ย หรือค่าความ

คาดหวัง (Mean or Expect Value) และค่า

ความแปรปรวน (Variance) คงที่ตลอดช่วง

เวลา (Constant Over Time) และค่าความ

แปรปรวนร่วม (Covariance) จะไม่อยู่กับเวลา 

แต่จะขึ้นอยู่กับระยะหรือช่วงห่างของช่วงเวลา

Mean:         =          =  

Variance:	          =           

		

		  =            = 

Covariance:                   =

Non Stationary Stochastic Process 

คือ ข้อมูลที่มีค่าความคาดหวังและความแปร

ปรวนไม่คงที่ แต่จะเปลี่ยนไปตามเวลา 

Mean:         =          =  

Variance:            =           

		

		  =            = 

Covariance:                   =

สำ�หรบัการคำ�นวณ Stationary ของ

ข้อมูลที่นำ�มาวิเคราะห์พิจารณาเฉพาะ First 

และ Second Moment สำ�หรับข้อมูลที่เป็น 

Stationary ค่าความคาดหวังหรือค่าเฉลี่ย 

(Mean) กับค่าความแปรปรวน (Variance) ว่า 

จะเป็นอิสระกับ “เวลา” และค่าความแปรปรวน

ร่วมจะขึ้นอยู่กับค่าระยะห่างของช่วงเวลา (Lag) 

การเลือกรูปแบบการทดสอบ Stationary 

1. Dickey-Fuller Test ซึง่เปน็สมการ

ถดถอยในรูปของผลต่าง (Difference Regress- 

ion) ที่เรียกว่า First Order Autoregressive 

Process ภายใต้รูปแบบสมการดังนี้

สมมติฐาน (Hypothesis)

 	: 	  , Non Stationary

	 : 	  , Stationary

	 =	     เรยีกวา่ Random Walk 

Process หรือ Pure Random Walk

	 =            เรียกว่า Random 

Walk with Dr i f t หรือ เป็นการเพิ่มค่า 

Intercept 

  =	 	 	  เรยีกวา่ 

Random Walk with Drift และมี Linear 

Time Trend ใส่ค่า Drift Term และค่า T ซึ่ง  

T เป็นตัวแปรแนวโน้ม

2. Augment Dickey-Fuller Test เปน็

รูปแบบที่นิยมนำ�มาใช้ในกรณี    ขาดคุณสมบัต ิ

ความเป็น White Noise หรือเกิดปัญหาที่เรียกว่า 

Autocorrelation คือมีความสัมพันธ์ในอันดับ

สูงขึ้น (Higher Order Autoregressive Process) 

ดังนั้นเพื่อแก้ปัญหาดังกล่าวจึงกำ�หนดรูปแบบ

สมการใหม่ดังนี้

	    

=

=

=   
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2. การปรบัขอ้มลูดว้ยวธิ ีCo-integration 

Model Approach

การประมาณแบบจำ�ลองทีม่ตีวัแปร

ลักษณะที่เป็น Non Stationary ด้วยวิธี Co-

integration จะช่วยแก้ปัญหา Spurious 

Regress ion ซึ่ งประกอบด้วยวิธี Engle–

Granger (EG) หรือ Augmented Engle–

Granger (AEG) Test และวิธี Johansen 

and Juselius เป็นการตรวจสอบโดยพิจารณา

คุณสมบัติของค่าตัวรบกวน ที่คำ�นวณได้จาก

สมการถดถอย Co-integrating Regression 

ว่าเป็น Stationary หรือไม่ ถ้าพบว่าค่าตัว

รบกวน ซึ่ ง เป็นส่วนประกอบเชิง เส้นตรง 

(Linear Combination) ของตัวแปรมีลักษณะ

เป็น Stationary แสดงว่า ตัวแปรที่พิจารณา 

มีคุณสมบัติเป็น Co-integration วิธีการทำ� 

คือการทดสอบ Stationary ของค่าความคลาด

เคลื่อน (Error Term) 

     = 

สมมติฐาน (Hypothesis)

  	        	, Non Stationary

			 

	 	 	 , Stationary

	 	 	 จะ Reject     และ

Accept       ที่ระดับนัยสำ�คัญ หรือแสดงว่า

ข้อมูลที่นำ�มาวิเคราะห์มีความเป็น Stationary

กำ�หนด VAR ในรปูแบบมาตรฐาน 

(Standard VAR) ดังนี้ 

     =         + 

VAR model มขีัน้ตอนในการวเิคราะห ์

4 ขั้นตอนดังต่อไปนี้

1. กำ�หนดรปูแบบ (Identification)

2. ประมาณคา่พารามเิตอร ์(Parameter 

Estimation)

3. การประเมนิผลการคำ�นวณของตวัแบบ 

VAR 

การประเมนิตวัแบบทีค่ำ�นวณไดข้อง  

ตัวแบบ VAR จะมีความแตกต่างจากผลการ

ประเมินทางด้านสถิติทั่วไป ภายใต้ตัว VAR 

ประเมินผลโดยใช้ F - Test คือการทดสอบ

ระดับความมีนัยสำ�คัญของทั้งกลุ่มของตัวแปร

ล่าช้า ส่วนการประเมินโดยใช้ t-statistic เพื่อ

ทดสอบนัยสำ�คัญของตัวแปรแต่ละตัวจะไม่มี 

นัยสำ�คัญ ทั้งนี้เพราะว่าตัวแปรที่แสดงในรูป

ของตัวแปรล่าช้าในหลายๆ คาบเวลา จะทำ�ให้

เกิดปัญหา Multicollinearity และในการนำ� 

VAR มาใช้ในทางสถิตินั้นจำ�เป็นจะต้องใช้ 

Impulse Response Function เพื่อพิจารณา

การสนองตอบของตัวแปรตามต่อการเปลี่ยน 

แปลงของตัวรบกวนด้วย

4. การพยากรณ์ (Forecast)

ตาม Model ทีไ่ดม้กีารกำ�หนดขึน้เมือ่

ได้รูปแบบที่ได้ทำ�การทดสอบว่าเหมาะสม ก็จะ

ใช้รูปแบบนั้นเพื่อการพยากรณ์ค่าในอนาคต ดัง

นั้นเมื่อได้ค่าจริง ณ ช่วงเวลาถัดไปแล้วควรนำ�

ค่า ณ เวลาดังกล่าวไปปรับสมการพยากรณ์ 

เพื่อหาค่าที่เหมาะสมที่สุดและใกล้เคียงกับค่า

พยากรณ์มากที่สุด

ตัวอย่างโมเดลประมาณค่า

ตวัอยา่งงานวจิยัทีไ่ดเ้ลอืกใช ้Regression 

Model และ Vector Autoregressive Model 

คือ โมเดลดัชนีผลผลิตอุตสาหกรรมของ
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ประเทศไทย (ตัวแปรตาม) ที่ขึ้นอยู่กับปัจจัยที่

มีอิทธิพลต่อการเปลี่ยนแปลงคือ มูลค่าการ 

นำ�เข้าสินค้าวัตถุดิบและทุน (ตัวแปรอิสระ) 

โดยใช้ข้อมูลทุติยภูมิ (Secondary Data)  

กำ�หนดให้ 

	 แทน ดัชนีผลผลิตอุตสาหกรรมของประเทศไทย

 	แทน มูลค่าการนำ�เข้าสินค้าวัตถุดิบและทุน

ผลการวิเคราะห์จาก Regression Model

    		  = 0.04 – 0.43       + 0.022AR(1)   (1)

     		    (0.20)  (-7.54)**      (2.03)

	 F-Statistic = 12.79 p-value = 0.00

		  = 0.89 Adjust     = 0.81

	 Durbin Watson = 2.31

ผลการวิเคราะห์จาก Vector Autoregressive Model

  

  	 = 0.007 – 0.60         + 0.03             + 0.03ECM       (2)

	    	   (3.50)  (-7.72) 	 (2.53)               (0.40)   

F-Statistic = 16.25

		  = 0.25 – 1.55             - 2.68           + 0.25ECM

             (1.37)   (-6.67)          (-2.49)            (2.01)

F-Statistic = 27.25

รายไตรมาสตั้งแต่ไตรมาสที่ 1 พ.ศ. 2535 – 

ไตรมาสที่ 4 พ.ศ. 2552 รวมทั้งหมด 72 

ข้อมูล (Observation) โดยแบ่งการวิเคราะห์

แต่ละโมเดลแสดงได้ดังนี้
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จากผลการวเิคราะหใ์นสมการที ่(1) 

และสมการที่ (2) พบว่า รูปแบบสมการทั้งสอง

เป็นรูปแบบสมการที่เรียกว่า The Best Model 

ดังนั้น ในการเปรียบเทียบประสิทธิภาพของ

โมเดลสามารถกระทำ�ได้โดยการพยากรณ์ 

(Forecasting) 

อยา่งไรกต็าม ในการเลอืกรปูแบบของ

การพยากรณ์จะต้องคำ�นึงถึงความแม่นยำ�ที่ได้

จากการใช้รูปแบบต่างๆ ด้วย ซึ่งการพยากรณ์

จะต้องให้มีความคลาดเคลื่อนน้อยที่สุด ดังนั้น 

รูปแบบการพยากรณ์ที่ควรจะเลือกก็ควรเป็นรูป

แบบที่มีความคลาดเคลื่อนน้อยที่สุด หรืออาจ

วิเคราะห์โดยใช้ค่าสถิติวัดความถูกต้องก็ได้ 

สถิติที่ใช้วัดความถูกต้อง Root Mean Square 

Error หรือกล่าวคือ หากรูปแบบสมการของการ

พยากรณ์ใด มีค่า Root Mean Square Error 

ต่ำ�จึงน่าจะเป็นหนทางหนึ่งในการเลือกสมการ

ดังกล่าวมาใช้ในการพยากรณ์ แสดงไว้ใน

ตารางที่ 1 ดังต่อไปนี้ 

ตารางที่ 1 การวัดความถูกต้องในการเลือกสมการที่ใช้ในการพยากรณ์ด้วย Root Mean Square 	

	   Error

เทคนิคของการพยากรณ์

Root Mean Square Error

Regression Model         0.170

Vector Autoregressive Model : VAR         0.008

ที่มา : จากการคำ�นวณ

จากตารางที ่1 พบวา่ Vector Auto-

regressive Model : VAR เป็นโมเดลที่ทำ�การ

ประมาณค่าแล้วมีค่าความคลาดเคลื่อนต่ำ�กว่า 

Regression Model เมื่อเทียบกับข้อมูลจริง 

สำ�หรับข้อมูลที่เป็นอนุกรมเวลา 

สรุป

สำ�หรบัการเปรยีบเทยีบประสทิธภิาพ

ของ Regress ion Model กับ Vector 

Autoregressive Model นั้น พบว่า แบบ

จำ�ลอง Regression Model ให้ความสำ�คัญกับ

การประมาณค่าปลอม (Spurious Estimation) 

ของข้อมูลตามเงื่อนไขความเป็น BLUE ประกอบ 

กับพยายามขจัดปัญหา Autocorrelation 

Multicollinearity และ Heteroscadasticity 

การประมาณค่า (Estimation) สำ�หรับข้อมูล

อนุกรมเวลา (Time Series) เพื่อให้ผลการ

ประมาณค่า (Result) ใกล้เคียงกับข้อมูลจริง

มากที่สุด (Actual) ถือได้ว่าเป็น Model ที่หยาบ 

เนื่องจากไม่ได้คำ�นึงถึงความเป็น Stationary 
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ของข้อมูล ซึ่งข้อมูลที่นำ�มาวิเคราะห์จำ�เป็นจะ

ต้องเป็นข้อมูลที่เป็น Stationary เพราะ ค่า

เฉลี่ยของตัวแปร (Long Run Mean Level) 

เพียงชั่วคราว เมื่อเวลาเปลี่ยนไปค่าที่เบี่ยงเบน

จะกลับเข้ามาสู่ค่าเฉลี่ยของอนุกรมเวลานั้น 

จะเป็นค่าคงที่ แต่ถ้าตัวแปรมีลักษณะ Non 

Stationary จะเกิดผลในทางตรงข้าม และ ผล

กระทบที่เกิดขึ้นจะส่งผลต่อเนื่องไปยังตัวแปรที่

เกิดขึ้นในช่วงเวลาอื่นๆ โดยจะทำ�ให้ค่าเฉลี่ย

แปรผันไปเรื่อยๆ ตามเวลาที่เปลี่ยนไป แสดง

ให้เห็นได้ว่าข้อมูลที่เป็น Non Stationary จะ

ไม่มีค่าเฉลี่ยระยะยาว (Long Run Mean 

Level) นั้นเอง อย่างไรก็ตาม การคำ�นวณหา

สมการถดถอยที่ ใช้ข้อมูลอนุกรมเวลาที่มี

ลักษณะเป็น Non Stationary แม้ผลการ

คำ�นวณให้ค่าทางสถิติ คือ R2 มีค่าสูง ค่า  

t-statistic มีนัยสำ�คัญทางสถิติก็ตาม แต่ไม่

สามารถนำ�ไปอธิบายใดๆ ได้เหมือนกรณี

วิเคราะห์สมการถดถอยทั่วไป ซึ่งจะแตกต่าง

จาก Vector Autoregressive Model (VAR) 

ที่จะให้ความสำ�คัญกับข้อมูลที่นำ�มาวิเคราะห์

นั้นจะต้องมีคุณสมบัติความเป็น Stationary 

เท่านั้น ส่งผลให้ผลการประมาณค่า (Estimation) 

มีความถูกต้องน่าเชื่อถือสูงกว่า Regression 

Model แม้ว่าค่าสถิติ R2 มีค่าไม่สูง และ/หรือ 

ค่า t-statistic ไม่มีนัยสำ�คัญทางสถิติก็ตาม 

แบบจำ�ลองที่ถือได้ว่ามีความถูกต้องและเหมาะ

สมสามารถนำ�มาอธิบายได้นั้น เรียกว่า The 

Best Model และสิ่งหนึ่งที่สามารถนำ�มาใช้ใน

การวัด The Best Model คือ ค่าพยากรณ์ 

อย่างไรก็ตาม ถ้าเปรียบเทียบความถูกต้องของ

ค่าที่ได้จากการพยากรณ์ (Forecast) กับข้อมูล

จริง (Actual Data) ใน Regression Model 

และ Vector Autoregressive Model พบว่า 

การเลือกใช้ Vector Autoregressive Model 

จะทำ�ให้ผลการพยากรณ์ใกล้เคียงกับความเป็น

จริงมากกว่า การเลือกใช้ Regression Model 

ข้อเสนอแนะ

การเลอืกแบบจำ�ลองการประมาณคา่ไม่

ว่าวิธีใดๆ ก็ตาม จำ�เป็นจะต้องเลือกให้เหมาะสม 

กับวัตถุประสงค์และจะต้องคำ�นึงถึงประโยชน์ที่

ได้รับเป็นสำ�คัญ เพราะแบบจำ�ลองที่แตกต่าง

กันย่อมให้ผลลัพธ์ (Out put) แตกต่างกันด้วย  

สำ�หรบัการนำ� Vector Autoregressive 

Model: VAR มาใช้วิเคราะห์ในทางธุรกิจต่างๆ 

หรือในเศรษฐกิจนั้น บางกรณีจำ�เป็นจะต้อง

คำ�นวณค่าพารามิเตอร์โดยใช้ Structural  

VAR เพราะจะทำ�ให้ผลการคำ�นวณที่ได้รับมี

คุณสมบัติเป็น Efficiency นอกจากนี้ยังมี

แนวทางแก้ไขคือ คำ�นวณหาค่าพารามิเตอร์

ของ Structural VAR โดยผ่านค่าพารามิเตอร์

ของ Standard VAR ที่คำ�นวณได้โดยวิธี  

OLS เรียกว่า Indirect Least Squares แต่ถ้า

ผลการคำ�นวณดังกล่าวส่งผลให้เกิดปัญหา 

Under Identification ผู้วิจัยอาจจะหันมา 

เลือกแนวทางแก้ไขอย่างอื่น เช่น Choleski 

Decomposition เป็นวิธีกำ�หนดเงื่อนไขเกี่ยว

กับค่าพารามิเตอร์ของตัวแบบ Structural VAR 

เพิ่มเติม นั่นเอง เป็นต้น
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