U 18 avun 56 AubILL - SudiAD 2547

mslll's'umiitluﬁ:)lluulininaauﬁauqn
ﬁuci:nls:mmim;'ludblluunnnamﬁmaiuunggnl
iisvoyaldymwidsuus

“Unuié uunmuniuas

Tuadedueng  bihaadudwinnemans danmans vwialumugsiaiu wn
ABNIMAAZIUVIBNENNSRIAIYBIMILUSAN(dependent  variable) Atsaula NYUBHHUNFNYDI
Mus8ad5z(independent  variables) peals  laamliazldnaiianisanmsiwanzinsonnas

o " a s =
WyAt(Multiple Regression Analysis) uasilgnuszanaumwiniwmasviadudszdnimsonnasvas
s [ ar o s ¥ 2 - as ar v =
MUY mMamUsznumaidaiuasda(Least Squares Estimator)  LilaaneUszanueanaisl

e o) ar d’ 1 = as q: 1] = =y P 3 s
Auantatduarlsznailitoudss  warluussadusznambieudsadaduniue o
Ussinumasaasnipadgaazliaranuuds Unudde  Fusanniamanti@ BLUE (Best Linear

Unbiased Estimator) d@wiudmuuumsaansswiaaduduaglugduuuasi

v =Pyt Ppry -+ Bixy &, =120 j=12..%

9 o

viaeulugluming  laeail
yv=Xp+e¢
< e ar k&a i
13D Yo ununn@astaaeulseunizug (nx 1)

X unuamsndaasmudsdassiiiaune (nx q)
¢ o < < o
wnunneasyasduUseandonnaanizue (qx 1)

"™

UNUOINADSTNANNANALARDUNTBUIA (n x 1)

t

o a - =y = < =Y =3 a =3 ar = ar -
*nsdlszimeininnmaasiiing aacdadmaasiarinenmand uninendessiatudiag -
d0.0.(a0d) PnaensainmIngnae
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n WNUUIANIDEN
k unudnnumulsaaszluawuu

o = o w ' o
wazrq  unudinnuwniiwasnaaemsusznamludinuy = k1

Faszanuiasdanipagennantieeuag lusuuuuasil

B =(XX)' X'y (1.1)

i )

u@lumsusznamwiniimasoamusznuiaidanpagaty  anyMzYINAH Y
- _ 4 4 _ ,
Wulumaziadund (Assumptions) @9 ANNAAIALAABUFN (random error) &, ;i =1,...,n Hen
o o 4 v 2 o 4 o v . .
wagwhnugud anawdsunuiu o’ asimaa i wasanuudsuniusmees (¢,,e,) i = j
0 o & 1=t v @ gar . v & P = @ a
nadunnuguivsa biiianauwusnu(uncorrelation)  aauu lunsaindaya liitullaadaauudos
na msldmlsanumaidaniasgaasibinUszanumnivaineamanid BLUE usnan
il enlsmnamasgeaisedaeameamat BLUE duibiasnndimadulaiduny wu ngine
= v w o o ' v . . . o & P W a ¥ ar
wusdaszilanuaNWusAUNGaNT)  AWWANAUS(Multicollinearity) 99Uy Faladnmsdaaumad
o a o Y A a o = o as 0w v
Uszinaduunuimdszainaiasgaaisagatilafianstin livanzauiaslddidszanuiasaaise
39 wu MUsznumsneaauiad(Ridge Regression Estimator) (Uueiu
WV J a“ U s o ar W = e, o s
Tananluuain mlszinumasdauasganndums (1.1) Nguanudiduaiuszuneu
Mldtawdss  wazlidmdsanuamaiadoumaidas(Mean  Squares  Error) éngeluussane?
aq o - a v oo Y = a W v ar
Uszinambiudsadudunivan  ualumsdssnamdnszansnmsonoadadunigueaisni
o ar & = - o w @ 4 ar = " a9 v as as
Uszanaumasasaiasgany aundmunddndevin  da dudsddszudasimeaslifinnudunus
@ a w oo o a aa o XY o o a a @ w gas &
nusmudsdaszadudalumajidneauladesinn  wasliadmulsdasuiawdunusiugaasi
Tiwmsnd XX dedoulainlid(il - condition) wuda il | XX | fiananawdhlnaeud

o a ' ' @ 4 ]

LU@91n Lu‘n‘sn?j"mmLtﬂiﬂsmim’uaqmﬂﬁ:mmauﬂs:aﬂﬁm‘mﬂﬂﬂﬁﬂg‘lugﬂ Cov
d T w ' v < oy =
(B)=0*(XX)" Fedwalienuulsunurasmiszanadulszansmsonoasiiainn waziina

ilidnndsanuemandouhasassssmlsanadinssansmsoanasnwngaiiainn dnlu &
auwdsdassienudniusnugs  imenunlylalesmsdamulsdaszunmaannnaiuuy  uely
wnsdl enudiusssniasudsdasclianay  shldmsdadudsiastiiladmiisaanain
duuuilasn  wisanrlidasimsaamulsdaszilasanandmuuy wnzian mudsdaszin

milualumsasuemudsaulannwe 9 nu
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Hoerl war Kennard(1970)  ladnsmiendszinauewsiwasluduuumsonaas

a L' ") o - o s g v e o Qs @ o v o

wmmmmuﬁ"lmmLaaﬂmmammLﬂaaummaaammwmﬂs:mmmaqamuaﬂqﬂ LiaYaNaLAR
ar ar o "

ar a @ & w ar o i o &4 A r P
WHENWUES:W’JNG\‘JLMSQE{S: T.GlE!GITLJS%.I'!muﬁi'lx‘li]'lﬂ‘r‘i'ﬂﬂﬂ’l'iu']ﬂ’]ﬂﬂﬂﬂ'lﬂuw‘mu’mﬂ')'lﬂuil(k)

ar s a o r o a o v ar
nwnnduangnynim luuwnueesyamaaaming XX dWawn wndndenuulsusiusineesd
ar < A = v & 8, oo 3
Uszinaududszdnsmsonnsswvguadlusy Cov(B) = o’ (X X)™ dwu mahaeshinuinni

gud anwandusngnnnamluwmusapeawming XX il (XX) ddnans Heas
v'h'lﬁ’[ﬁ'c?hﬂ'i:mmﬁﬁﬂ'naéammﬂamm?1’auﬁwé’qam@;m'hﬁaﬂizmmﬁﬂé’qamﬁaﬂqﬂ lage
Uszanuaananienn  mUszinamsnanas3ni(Ridge Regression Estimator) %ﬁﬁgﬂtmuwm
Fszanaeail

.

B =(XX+kD)'X'y k>0 (1.2)

~ RID

il k fu deedl viaden iy winfiwesiewdue(Biasing Parameter)
1 iy wadndiendnuel(ldentity Matrix) Rilzwe (q x q)

Feglsznamsonoasiasiudusanafieudss  udasiidenuulsununndiaca
vpgnhensanumaenisege Fesilissanafianuwiugignh

Tumsiensinsoanaswvgaiilatayafownduiusiy - madand k fwenzay s
mminﬁw'lﬁﬁ'ads:mm%m‘fﬁmmﬁ’ﬂmwmmmLﬂ"3auﬁwé’aﬂawﬁwn’hﬁaﬂs:mmmé’qamﬁaﬂqmld'
walumeufidnbinnuhem  k Amnzanersduohls  Fiinideldaueismonm @
WanzFuE UM smey  1ae3uusn Hoerl Way Kennard (1970) lgwmaiianmsme k los
W5 NN5IW(Graphical Technique) 38138031 Ridge Trace I,LGiLﬂuﬁi%miﬁEjﬁﬂ”m 3\1:‘3@6&
aismsmm k iunzaalaolildnsW (Nongraphical Technique) 1Maeds @1 Gibbons
(1981) Idvmsisaiaiisuiouismses g lumsmem k dwsnzay  wamsivewui 1o
AW Bmsidend k fange @ BmsUsanauen k Aedules  Hoerl , Kennard uas
Bladwin(1975) #unudie k,,, uasdsuldlusy

2
s
Kixg = q—, (1.3)

A
B
~ L8

T >
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’

(r-xB)(>-x8

- -Is - f‘s) Wudlsznawniwes o’

o 2
LB h =
h—-g

lumsinmesaiasdnmlunsdidayaiitymmwvduiusssheiulsdas:s  Tashms
dnwlszanamasseniasgadeglusluuuaums (1.1) wazdnlsznadaddegluzluuuay
ms (1.2) Taelde k., Seglusduuuaums (1.3) waslSoudisulssansmwoadiszann
Tnaldsinhsamairiadsanuamaedaufmddad(Root Mean Squares Error : RMSE) 34é12
Uszanadlaiilidsinfigatuasdiadsnnuamaindaudidas(RMSE) o"i'wqm zfaindud)
Usanaiiiilssansmwgegalundazamumsal  uastoyaildlumsdnmasiilldnnmsiaa
shomaiiamsiaasuaudasla (Monte Carlo Simulation Technique) lagvhmsiassthiny

1,000 A51 luusazadorumsal

PVAUIDAUBINTITY
1. uvumsaaosswvaadudulumsdnmasell agluzduuudail

Y= Bo+ Bixy + Byxy + Bix; +E i=12,.,n

V¥ as

wiadisuluglamind  laeail
y=XpB+¢
o ) ¢ ) o o
Wa y  wnunnwaszanudsmuniizime (nx 1)

) - s = AJ:I
X unuumsnduasdmulsdaszndzue (nx q)

ar = ot
ununnwasaIdNUsEEnSonnaaNlivng (gx 1)

™

e B
ULNULINLAADNANNARINAFIDUNNIUIO (nx 1)

(<]

N UWNUIUIANIBEN
° = ﬂ:‘ ¥V 1 ar
War q  wnuhnuwniwesnaasmsuszanamluaiuu = 4
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Imﬂﬁﬁaﬁ1ﬂuﬂ(Assumptions) 1 DUAU (rank) 2oUuN3IngG X v q (full rank) ; (q <

o o | a ar a = a et o o
l']) ﬂ’nuﬂEi'lGlLﬂaEI’LIl.'ﬂu(ﬂ']I.I.‘IJ‘SE!?.IYIL‘ﬂuE]H‘izﬂuua:i.lmim]ﬂLLRNLG]EJ’Jﬂu nuaLRdY E(E)= 0

[}
= ] o o
uas wnsndanuulsusu - enuudsusiusin E (ge ) =o'l  Fdnwlunsdlin g =1

t:; 1 < ~ . - .
2. mmanLtawaammﬂamLﬂaauquumﬁtmnumﬂnm(Nonnal Distribution)

1 "“1 2 2
f(&) =——F—.exp{—5(e - u) j—o<p <™, 050
o*\2n 20°
P2 v = e '
Wa u WY AUDBHTBIANNANNLADDUFY

2 '
o’ uny anuwlsunuzaseMuaaIae i DUFN

Fadnwlunsdii w = 0 waz o = 3

3. snnududsdassildlumsinmoeniu 3 duds wasdnnlunsdiiwndniugsswa
oudsaasziNes 1 g(x, Nux,) Tﬂaﬁs:ﬁuﬁwﬁ’uﬁuﬁ(p)‘ixwiwﬁ’nl.ﬂsﬁaszfjéi’mén 7 520U
@ 0.1, 0.3, 0.5, 0.7, 0.9, 0.95 Wax 0.99 ausulsdaszin 1 é‘h‘ﬁmﬁa(xj Ysfanauwus
Aushulsdassimaug  dednwlunsaifieaulsdasy x 5 fimsuanuaaln@fiiaundoriu o wax
enuudsusunhiu 5 dulumsasiediudsdass x, du x, Wlianduiusiu 1838mshasmas

Wilchern @z Churchill(1978) adigaslunisanunmuaail

)
X, =(-p"Z, + pZ, =12 o] =123
=s| = ar 1 e}q = = = 1 ar
Wa  Z, ... Z, uny auauguindnsuanuaidnainassiunitludaseaany (Independent
Standard Normal Random Number)

O unu eandniusseINamusdase x i AU x 3

4. yOMIDEN(n) N 6 AU AB 20, 30, 35, 40, 50 WAL 60
5. tnasinldlumsiianson

msilFsuiisulszansmwaasnlsznamnniwasudasdn  TesmsulSoudisuaisn
ﬁaawmfhmﬁﬂmmﬂamLﬂ5auﬁwé’qamwm&hﬂszmmmmmnaﬂwnﬂmﬁmﬁu (Root  Mean
Squares Emor : RMSE) lasiigaslumsénnudssaluii
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nd
1.000(’30 - Bu )
RMSE = -~
- 1,000
- " & a @ o 5 o .
[¢Y0] ﬁu wnu ﬂ"ﬁ]i\'ﬂlENW'IS'I‘NLGIa{[uaﬂﬂﬁiﬂﬂﬂﬂﬂﬂﬁﬂ l'L‘Llﬂ'ﬁf\T'laﬂ\ﬁ'ﬂ'Ll'ﬂJ
- : .
We i=1,2,3,4 W8 j=1,2,.,1,000
2 : & w o, . o .
B, unu sz W3 luaumMsnanasaIn i lunsinaassaun j
HanIINaaed

d‘ \ AJ J E: A o e Vv oas
MR 1 LaaIeInhaeaImmasanNamaAaauiaadad(RMSE) 1nmslaailss wm

f‘hé’qaaqﬁaﬂqm(LS)ﬁ'uG"u"nJ's:mnﬁmﬁ(RID)'Lum'sﬂsxmmdﬁmiwﬁmmﬁ“ Tagsnuun

MNITAUVBINAGMIBEN(n)UAZSTAUFNANWUSERIMIKUSBESE X, NUx, (0)

nnee | @ seduamadniusmaisaase x; fux, (0)
st ke 0.1 0.3 0.5 0.7 0.9 0.95 0.99
20 LS 0.007302° | 0.008040* | 0.009631 | 0.011750 | 0.017943 | 0.023882 | 0.049483
RID | 0.007782 | 0.008257 | 0.009214* | 0.010136* | 0.012366* | 0.014221* | 0.022753*
30 LS | 0.005696* | 0.006135* | 0.007055 | 0.008261 | 0.012111 | 0.015478 | 0.030785
RID | 0.006070 | 0.006282 | 0.006729* | 0.007267* | 0.008509* | 0.009326* | 0.013971*
35 LS 0.005184* | 0.005443* | 0.005988* | 0.006766 | 0.009811 | 0.012459 | 0.024632
RID | 0.005524 | 0.005690 | 0.006031 | 0.006423* | 0.007399* | 0.008065 | 0.011896
40 LS 0.004742* | 0.004927* | 0.005370* | 0.006015 | 0.008661 | 0.010671 | 0.020466
RID | 0.005160 | 0.005263 | 0.005474 | 0.005830* | 0.006412* | 0.006925* | 0.009931*
50 LS 0.004358* | 0.004511* | 0.004871* | 0.005456 | 0.007742 | 0.009399 | 0.017754
RID | 0.004744 | 0.004839 | 0.005008 | 0.005309* | 0.005840* | 0.006307* | 0.009019*
60 LS 0.004009* | 0.004145* | 0.004435* | 0.004888 | 0.006867 | 0.008255 | 0.015436
RID | 0.004352 | 0.004439 | 0.004594 | 0.004861* | 0.005328* | 0.005754* | 0.008055*

wanawn * unuem RMSE iliengaluudazdaumsel
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n:' ar 1 ] EJ L=} v ar ar ]
151N 2 uEeImUsEIINAIWIT NG BSNAISE aﬂ’lﬁ’luum azamumsfﬁﬂaw:mwmmmaﬂw

ar ar ar o s - ar
(n) wazszaUandNWUSTaIMILUsDas: x;PUx,(0)

PO syauandiusuosiulsdase X, fux, (0)

aen() | 0.1 0.3 0.5 0.7 0.9 0.95 0.99
20 LS LS RID RID RID RID RID
30 LS LS RID RID RID RID RID
35 LS LS LS RID RID RID RID
40 LS LS LS RID RID RID RID
50 LS LS LS RID RID RID RID
60 LS LS LS RID RID RID RID

NAMSNAFDIAITAILADNMITNN 1 UWar 2 FUFIETINNEDWAIANATLANN A1
- o ar W o a o @ ar B
WaBuMABI(RMSE) nnmisldmdszanaiasaaniasge (LS) Audszanaded (RID)lums

UszanauamnNieas  laafuunmussa uanmega(n)uarssouanaunusaaausagss X

My, (0)  uasudmsznuamwnimasnalsidanlaluueasaaunsol hnaguua
Msnaaadlenail

1. iiasravanduwusludmudsdassiianisanimiawhiu 0.5
dszanafidsdanisageazidniidesnasdadsanuearnndauididn
(RMSE) shanenuszanaSad lunnszauznaaiade andusineadsgariu 20 waz 30
2. Wiaszduandniugludulsdassiaannni 0.5
ﬁaﬂsxmm‘%m‘hz’lﬁmmnﬁ’aaq"uawhl,agﬂmmﬂamLﬂsauﬁwﬁqaaa(RMSE) fnien
Uszanamasapaiasge lunnszaunnaaiag
3. wansznunntadadieg  fildaa1Infidaueedadsn NI Eaui18Ea
(RMSE) WU ﬂ'1‘nﬂ“F'lamwmml.aé'ammﬂamLﬂ3a‘uf‘hé’qﬂm(RMSE)a:LLU'sci'umuﬁ'uszﬁuaw
duusludnulsdase uazulswniuiussaunamade  Wasmvualitadadu 1 el

msdszandldnudayaasa
s o P & & va W a ]
msiazihwamsdnmnilaluaseiiludszgnelanudayasdalumsdszanavianennsal

o e ar

' @ o v Y o &
mzasmulsmundaamsle  fdvanlumsufiaaail
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1. dayaaseazdaalidoulsdas: 3 s wariianduiusssninaulsdassfion 1 ¢
Wit Tosdulsdaszdndmiinzdasliiionduiudiudulsaassiau fivaa  Jesansn
ihsamsinmasailussgndldfudayosield Wy windasmawennsaliudsemudaduidon
wsnitwaswiinoy  Tesshudsdasziagldlumswennsaldaudsemuil 3 duds 1dud snitau
2 uazlszaumsohineay  Feswuhoguastssaumsaiauhasiianduiudiu - dumnd
whihesfianduiusiuarguaztssaumsaiinu daty Tunsdlwuil asldddsanatadlums
Uszanaewniwes luauuy wnzasih liiamswennsalianuamaedaudinmslan
Usznamasassiasge lumsusznamwniwasluduuy
2. namHiwasiianihllFiusayasieldlunsdiienuamaindauduiimswanuasng
Wity eraiiy FMITMATEUMSUINUIBIANNAMAPABUFNRBUTIMsuInuasUndvialyl Tae
ansonadaumMsuanusasmnlsmuunule LﬂaqmnmnﬂnmmmLﬂ%’lamjuﬁmimmm
Uné suwdsamufaziimsuanuasUnddunuy  lumsnaseundudsanuiimsuanualniviala
vnlglagldadanagau Kolmogorov - Smirnov Test(K-S Test) #W38 Shapiro — Wilk Test
3. 'lumsﬁaz‘nmaE)U‘iﬁzﬁ'uwnﬁuﬁ'uﬁ'ﬂmﬁaLLUsSaﬁxag"lu‘s:ﬁﬂmfu nadoulaslyar
ﬁ’uﬂizawgﬂﬂﬁuﬁuﬁ(Correlation Coefficient) Iﬂﬂﬁ
fwuhaduszanavdmusianioand 0.40 (Fudsdassiinmduiusivlussiy
i) aslanlsanumdsanissgalumsisanammwniwesluduuu
dwuhmdulssansavdniusicmagszning 0.40 - 0.60 (shulsdasziimmduiug
fuluszaunhuna) wasmnasmatheiliisoni 35 aslasaszanaseslumsiszanuamwin
fwes  usmendussAnsanduiusiicnagszning 0.41 - 0.60 warmnaIagaNlFagsEring
35 - 60 A3 ldTUsEInamUssInamaFanipege lumsusznummnieasludiuuy
dwuhedulssansanduiusiisnnnnh 0.60 (Fulsdasziwnduiusiulusydu
Aputngediegaunn) msldgusznadedlumsdszanammwiniwes Tusuuy
Falumsidanldsausanamwniwasimmnzas asamnsomilananswennsaliii
mwgnﬁmmnﬁ'ﬁru wazansadisumsnagums@anldimdssinmmniiwaslusaumsel

. v
@ lanadl
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