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o W o " Y A= ' = c? ] o a a’: ] ] Y
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@59 18(Dependent Variable) Taaldanilsiiis msiuanioninaiulsoase(Independent
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ms lmaiinnslinsgmsnaneeszdsaiimslszinanmisiinesve sy
idsznadifen]dsznadmniimes ludmuufednlszainamdaaoaioosa (Least
Squares Estimator) lfi"ﬂai]mﬂmﬁuﬁﬁmmﬁaﬂizmmﬁlﬂuﬁ'sﬂizmmﬁ"lajmmﬁm naz luyssen
dlszinad lipudsusudunmun fsznadivzlimauudsysuagadadon 31
AmAATA BLUE (Best Linear Unbiased Estimator) A1/5zinaimdsaetiovgaegly
gy B =(XX) X"y (1.1)
s i
°lumsﬂizmmﬂ'1w1s1ﬁma§ﬁwﬁaﬂizmmﬁwﬁaﬁmﬁaﬂqwﬁu dnumzvosteyaininn
Sinsrzrazdeadulmudermua (Assumptions) filen1uAaIAIAABUGY (Random Error)

g, ;i=1,...,n Gamaomiiugud st g2 aeinea ; sazanulsisou

i
T4 (£,,€,) i # ] nngmiuguinse liliaduiusii (Uncorrelation) iumﬁﬁ%’ay_a‘lﬂ
FullawdommuaziIiilsenaumisaesiosgariaquaniia BLUE uenandian
Uszanamdiaeatiosgao19u1AfnMaulia BLUE ﬂmmmqéurﬁu fulsdaszlnnuduiusiu
afiSon i duntus (Multicollinearity) HaznsdindoyaiimAalng (Outliers) 341dTnsfa
Fumdnlsznaduumudnlsznamdadesiosga 1y fsznamsoanosiifinnuungy
(Robust Regression Estimator) @71)3z11a ﬂ'linﬂﬂi)ﬂ?ﬂ%(Ridge Regression Estimator) Llazﬂ‘lﬂ‘i’fﬂuﬁ
frinninnei iy duiusssniheindssaszuazmanUnffatundeuiunisezin
wdsznaauumu 1dun §nlszuiansoanesiasiia LI A(Robust Ridge Regression
Estimator)
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Aedunlsdaszuaazdades hifinnuduiusiudsdaszaroudslumalianaiulddes
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A o a a o Y a a A AN oA -
wn wazied v asznanyduiusdugaglinming y7y inaitenlvi 1ua (li-condition)

P s A

Wl | XX | GaudnaudIndgud Wesninumindanunlsisiusvveeailszun

u

= o

) Al [ p 2 # -1 U
adulszansmsnanesaglugy) Cov(B) =0 (XX)" Junlianuulsdsuvesrnlszin

adulszansminanaeliaiuin taziraliaunasauaaIamasumMasaeIveInlszun
afuszaninmsnansiiaun duiuimdnlisaszinnudniusiugeeind lvlasmsdaadd
ns8aszuedIenIINAILY uA luanstinNYANIUE sz edlsaas s idanumlims
A @ W s ot s :’? s o I ¥ =) [ VR = LY

dendadlssaszadrladviieannndmuumldmnusenin ludesmsdadnlioaszdila
pENINFILUY sz ndunlidasznadiinalunmsesednlsam Idunwe 4 M Hoerl
nag Kennard (1970) Anw1dn1szanaamnsimes n Iiaunasanyaaiamasumadasiiinm
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dnlsznamasanaiosgaiiedoyaimanyduiusszindunlidase AlsznuiiGonigg
ﬂ‘izmmmiﬂﬂﬂﬂﬂ?ﬂﬁ‘l{(Ridge Regression Estimator) Bglzcl‘u

Ay

— (X" 1y :

sy B =YX+ X"y k>0 (12)

~ RID ~
A 1 A A A [ = o =) 2
110 k U AMAINKHIITINTIIY WI311AD 3 NIDUIDYI(Biased Parameter)
[Ny N3 NFenanyel (Identity Matrix) nlvina (qxq)
dnlszmamsnaneesandudnlsznad lieuwdes nazaiunnmsiimainimie

fnnnhgudc) ymnnfumngnnad lumdunusapeaming xy M (XX)

1 a/ s = Qd
waziunindauulsdsausivvesdddszuiudulszdninisnanosnngu

& 2 -1 a o [ 4 4 o a rfé " o
(B)=0c>(XX)" fimanasmliammasanuaaanasumalaeivesdilsznaiiinigg

Jszinaidaresvionaa’ld Tastuegiunisidend k imnzanudas lumal§ime lhins s
ik ey Tin3seaueIEmamen k inanz e 13ma1e3% 5usn Hoerl Liag Kennard(1970)
1%359191301910037W (Graphical Technique) #30130n71 Ridge Trace umiluiinsineudhads
o0 Saihin3suanitnanem k Taolil#ns 1 3na163% 3 Gibbons(1981) vmsIsuriteniou
FouFamslumsme k fimunzay wuhlasnmsw3smsdend k ianaanoisnalszina
a1 k ifaduTat Hoerl, Kennard 182 Bladwin(1975) WNUA2Y k,yp Wozog U

kHKB

sy B B (13)

A A
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we 2 - \- ~BS fLe -5 ) dudnlsznammniines g2
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famuviguosmanadialnd 14 o1oud Ty Tasmsuastoya(Data Transformation)ieandngwa
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Ysznaanaiimes luaumsoaneaiudulaslvanmsnonseuandniwavesdoyaniiam
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findnaaslae lulimsaamidadnane vioumsImhminvesmdunanitlumralnatioon
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adunafiiludeyadiulng Fonndrsznan1snanosNin11N5 4(Robust Regression
o ' v $ @ o
Estimator) ﬁﬂuﬂﬂﬂi‘i’fﬂ’Jﬂ‘izinmﬂ"IﬁiJ‘qu_iﬂfﬁ’ﬂﬂt!ﬂ(Least Absolute Value Estimator) ¥ijud?

A o 'ooa s y A1 o v
Uszainainlrasuvesmduyssivesnruaatanaouiimaiga naine

n
min 21
".3 i=l

wazldmaiiaTisuns ¥ udu(Linear Programming Technique) Tunisiszuiman

.Vf_'fr ?‘ (1.4)

wsiimed ke mvesmduysaivesanuaaandeuiimemaa taz143smsFumdnd
(Simplex Method) Tumaniaszuiamnaiines luduuu
Tumsaimszimsaanoodadunyga winveyamailymiwyduiussznieamns
Saszuazmanndludunlsauiumdeniu msszAniidszuasuumy Tasdnszanum
e avnzmningudnlszinai ldnamskaurauszedszanaildumsud
Jammdniuiuaslymidmaadnd wiedudlsanaildnnmsmmumauszniie
Usznamnanesiasiasilsenanisaanesiinnuunia Gonddaszanamsoanessas
fATIAUN3 9(Robust Ridge Regression Estimator) A lsznamInaneesas AN
feuolng Pfaffenberger 11a% Dielman(1984) Fufluglsznaiadiaeindilszunamsaanoy
Sasnnaums(1.2) nazdnlsznamduysaiosgaiiad unnuanmsnnauma(.4) Goni
]J§$N1m§ﬂ5ﬁﬂﬁ1ﬁuq3'éljﬁ’f]ﬂ’q{v’l(Ridge Least Absolute Value Estimator) ﬁgﬂsmuﬁuﬂﬁzmmﬁaﬁy
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B = (XX + k*f)_lX'%i (1.5)

~ RLAV

Tao £ 1d0ndsmsdszanam k¢ NAedulag Hoerl, Kennard uag Bladwin (1975)
i ¥
e IuNAdlsznamduyselfosan (LAV) tnumsdaiugunndnlszinamaians

viowga (LS) M f* oglugl
Iy qS 4y~
B B (1.6)

’
A [y— XB }(‘y—Xﬂ J @ 1 = o
e Ly L Se—— Wudnlszananniiines g2
LAV
h—q

;W e = Cia L=} 9 ‘é 5;
‘l—lﬂﬂiﬂﬂLlElx!ﬁﬂHWl’J'lJixl.l']il‘lﬂ’]‘iflﬂflBﬂﬁﬂ%ﬂﬂﬂ’J']iJL!ﬂﬁ'QBﬂﬂ’J‘HuxiﬂLﬁuﬂiﬂﬂ Askin 119

v
=1

& o w ) o a do @ o w )
Montgomery (1980) Fuiludlszmmiiainnndilsznaiadnuanlszunumdideiooga

oty '

¥ ¥
BN FonidUszanaTaIninananikin (Weighted Ridge Estimator) 31u1ua?
Uszainaniludail
i~ 1
B = (XWX + H)XWy (1.7)

~ WRID

. a s =3 =
e W nm3ndgnoeauid w, Wuandnlumadunneayy
Y
w, UNU MYV LAAZ A INA

, Y :
nazlymveaimiin Wff*"le | Fauauolaw Plaffenberger 1Az Diclman (1990) 110
i
uny aumaennms 1 n)sznamauysadesga (LAY lumsilszinummsines naz 1y
S3msszuim k iaadulag Hoerl, Kennard 112 Bladwin (1975) unua1® k,,, uazoglugi

HUVANNIT(1.3)

nnadiodieuzAnelunsdiidoyamailymmdiussenhadunlidasziasin
Aaulndludnlsa énlszunamsoaneafudunyauiianing s § fe dnlsanamaiaes
ﬁ’n)tl’c!ﬂ (Least Squares Estimator : LS) 31n@un13(1.1) ﬁ']ﬂ‘i:mmmiaﬂﬂﬂﬁﬂﬁ(Ridge Regression
Estimator : RID) 1nauma(1.2) Tae 19 k., minaums (1.3) dilszinmaduysaitiooga (Least

Absolute Value Estimator : LAV) 91naums (1.4) dlszinasasniiamduysaitiosaa (Ridge
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Least Absolute Value Estimator : RLAV) 21naums (1.5)Iaelda1 £* 9naums (1.6) uazen
Uszana SaTnimInaimiin (Weighted Ridge Estimator : WRID) 1inaums (1.7) eel#e &, ,
naauns (1.3) Taenaasanioldaniunssindeyaiinyduiuisenedunlsdaszuaziinia
Unaludunlsanluszauaiea mmsalssumeul)szansmwuasdinlsznammaimesna 5
i1 TeelFmsniasivesnunasnnunaInnaoumMadaod(Root Mean Squares Error : RMSE)
dr1lszunai e RMSE maazieifudilszunaiiiszdniamgegalundazaniunsel
3 aq 3 ¥ ° ] a o a o ; 5

Joyanl¥luminaasldainmsinassdrematianisnaswenans Ia (Monte Carlo Simulation

Technique) NARBIAN 1,000 AFIlunAAzA@DIUNTH

VOULYAVDINIIVY
1. dumumsoaneaFudunyguedlugiuuy

yi=Bo+Bixy+ Byxy+ Bixy+e, 5i=12,..m

Aoulugiiming 14d y=Xpte

iife Y Y nnNResUe IS ATILIA (nx 1)
Y unuam3nduesiansdasziiivua (ox q)
? MY NmesIesdlsz ANt anneuiitiving (g x 1)
€ I NIADSVOIANIAMIAINABLATINA (n x 1)
n N YUIAAIDEN

1Az q UMY 1IN Ndsmstszanam ludnuuming 4
Tasli¥om1uA (Assumptions) 1 rank YDIUNING Y 19117 q (Full Rank) ; (q<n) AW

y o/ oA g a Y] =l = o el - s
amamaswiudlsguiniludasziuuazinsuanusudsrnuninunde E({?)—Q nag

’
N3 NFAN3UI IS E[FJ? ]=0"f aapnu lunsaii ?:1

' i . ) - ¥
2. MSUANUAIVDIANNARIAAADUFN 1eamily 2 MInInIg Al

2.1) M5uanua9na (Normal Distribution)

.f'(8)=,;-6><p{:—]1(8—#)3} oo < pt < o0, 62 >0
o2 20°
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o’ unu anuualslsuvesanuaaianasudy darnelunsdli

2.2) msuanuvtnaasuilu(Contaminated Normal Distribution)
f(e)=(1-P)N(u,06*)+ PN(u,C’c?)
Lﬁa P unu daarumitasuiu(Percent of Contamination)
C unu atnaurlames(Scale Factor)
Faanlunsdii £ =0, 67 =37, P =5%,8%,10%,15% uazszavmialng
@ A g 9 ¥ o 1 a ay Y1 A
3 szdvfednites 1hunas uazguuse Minausimmuavinamidaln@dae Box Plot 1 1431 1ijo
v 1 w o a v g ' [l 1
C0g3zHIN 4-6 Funlsmmaziimannaszauandosinunan fe ¢ agszyang 12-13
s a0 oA = Qs & = E A o 1 a a s
Faunlsmuziimialndluszdugunse FdnuTaglia C =4 wedulsauiiamdmlnaszau
d@ntfoo 18 ¢ = 6 iledulsmuiimAnnadszduihunars uazld € = 13 Wedwlsamiam
HAUNATEADTUITS

Y

o ar = ﬂﬂ. ) = " o a = oyl s o
3. Puauamsaasznldlumsanuuniny 3 Al vazAnulunsainyduius
sewiadmlsdasziiion 1 §(x, fU x, ) sedvamduiud( P )sgnhedunlsdaszgdnd 7
TAUAD 0.1,0.3,0.5,0.7, 0.9, 0.95 tag 0.99 drudunlidaszdn 1 Miman(x ;) liflanduiug
fudunlisaszdaug aaanulunsangusdase Tmsuanuralnaifinmasminiy o naz
anusdsauminiu s meadedmlsdase x, du x, WlavduiuiduldEmsnasives
Wilchern 1482 Churchill (1978) ﬂm“lumﬁmmmsﬂumu
2K . .
X,.,.=(1—,o)~.ZU+pZ;.4 gl et =123
A s 1 e = A o = 1
e Z,...Z, wnudnavguiidmisinadnauasgiuiilueaszae
A (Independent Standard Normal Random Number)
P unumanduniuszniedunlidese x, M x,
4. YUIAAIDEN (n) UIU 6 TLAVND 20, 30, 35, 40, 50 1AL 60
5. nadin 1 lumsinsan nSeufevlseaniawuoadilszmnamnaiines inazan
TaoldmsiniidosvenmasaNuARIAINABURE 903 (Root Mean Squares Error : RMSE) Y94

dlsznumsoanesniaasudu gaslumsmuiaeglugl
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|,000! ﬁq’f _Br’i |
RMSE, = 1>, ;i=1234 ,j=12,.,1000

~" 1,000

e B, unu AsweImslnes luaunsannesdln i Tumsiiaessoui |

B unu mdszmnavesmsiimes luaumsaanesdai i lumsiass
50U j
RMSE  unu 13 1nfiaeu03f 1nasn1una1anioumaaeave sii)ssus

AWITRDIaIN i TuaumInaney
= d'i 9 A Y =) = ar T 1 as
wuend onaandly aAduv: inamsnlseumeud)szua luuanaiany
137197 1 uaaadlszanaamsimesnadsaen 15 luudazaa1umsal iWennunan
masunmsuanudlng (idadadnd) uazmsuanueanaasuly @aAadnd) Tagiuun
s [ ] [ 1A =Y o [ ] Qo o @
AMUTZAVVIIAAI0E1 (n) sEAUMAfNA TuAulsau daaiumstasuilu tagseavavaunus

Yo ToRTE X, M x, (O)
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e | szdum | dadou syduandniuivesdulstase x; fux, (O)
iod | Aend | daowlu [ g 0.3 0.5 0.7 0.9 095 | 099
i 0% LS LS RID RID RID RID RID
5% LAV LAV RLAV | RLAV | RLAV RLAV | RLAV
8% LAV LAV RLAV | RLAV | RLAV RLAV | RLAV
oy 10% LAV LAV RLAV RLAV RLAV RLAV RLAV
15% LAV LAV RLAV | RLAV | RLAV RLAV | RLAV
5% LAV LAV RLAV | RLAV | RLAV RLAV | RLAV
20 8% LAV LAV RLAV | RLAV | RLAV RLAV | RLAV
thunana | q0% LAV LAV | RLAV | RLAV | RLAV | RLAV | RLAV
15% LAV LAV RLAV | RLAV | RLAV RLAV | RLAV
5% LAV LAV RLAV | RLAV | RLAV RLAV | RLAV
8% LAV LAV RLAV | RLAV | RLAV RLAV | RLAV
JUUGT 10% LAV LAV RLAV RLAV RLAV RLAV RLAV
15% LAV LAV RLAV | RLAV | RLAV RLAV | RLAV
i 0% LS LS RID RID RID RID RID
5% LAV LAV RLAV | RLAV | RLAV RLAV | RLAV
8% LAV LAV RLAV | RLAV | RLAV RLAV | RLAV
rantioo 10% LAV LAV RLAV | RLAV | RLAV RLAV | RLAV
15% LAV LAV RLAV | RLAV | RLAV RLAV | RLAV
5% LAV LAY RLAV | RLAV | RLAV RLAV | RLAV
30 8% LAV LAV RLAV | RLAV | RLAV RLAV | RLAV
thunan 10% LAV LAV RLAV RLAV RLAV RLAV RLAV
15% LAV LAV RLAV | RLAV | RLAV RLAV | RLAV
5% LAV LAV RLAV | RLAV | RLAV RLAV | RLAV
8% LAV LAV RLAV | RLAV | RLAV RLAV" | RLAV
THU 10% LAV LAV RLAV RLAV | RLAV RLAV RLAV
15% LAV LAV RLAV | RLAV | RLAV RLAV | RLAV
ity 0% LS LS LS RID RID RID RID
5% LAV LAV RLAV | RLAV | RLAV RLAV | RLAV
8% LAV LAV RLAV | RLAV | RLAV RLAV | RLAV
@mioo | 109 Lav | LAV | RLAV | RLAav | RLAV | RLAV | RLAV
15% LAV LAV RLAV | RLAV | RLAV RLAV | RLAV
5% LAV LAV RLAV | RLAV | RLAV RLAV | RLAV
35 8% LAV LAV RLAV | RLAV | RLAV RLAV | RLAV
thunan 10% LAV LAV RLAV | RLAV | RLAV RLAV | RLAV
15% LAV LAV RLAV | RLAV | RLAV RLAV | RLAV
5% LAV LAV RLAV | RLAV | RLAV RLAV | RLAV
8% LAV LAY RLAV | RLAV | RLAV RLAV | RLAV
LU 10% LAV LAV RLAV RLAV RLAV RLAV RLAV
15% LAV LAV RLAV | RLAV | RLAV RLAV | RLAV
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e | szAum | dadou srvanduiuivesiunlidas: x, fux, (P)
awon | Aednd | dasw 0.1 0.3 0.5 0.7 0.9 095 | 0.99
3% 0% LS LS LS RID RID RID RID
5% LAV LAV LAV | RLAV | RLAV | RLAV | RLAV
8% LAV LAV LAV | RLAV | RLAV | RLAV | RLAV
dndon | 10% LAV LAV LAV | RLAV | RLAV | RLAV | RLAV
15% LAV LAV LAV | RLAV | RLAV | RLAV | RLAV
5% LAV LAV LAV | RLAV | RLAV | RLAV | RLAV
" 8% LAV LAV LAV | RLAV | RLAV | RLAV | RLAV
1w 10% LAV LAV LAV | RLAV | RLAV | RLAV | RLAV
G 15% LAV LAV LAV | RLAV | RLAV | RLAV | RLAV
5% LAV LAV LAV | RLAV | RLAV | RLAV | RLAV
8% LAV LAV LAV | RLAV | RLAV | RLAV | RLAV
JUT 10% LAV LAV LAV | RLAV | RLAV | RLAV | RLAV
15% LAV LAV LAV | RLAV | RLAV | RLAV | RLAV
13 0% LS LS LS RID RID RID RID
5% LAV LAV LAV | RLAV | RLAV | RLAV | RLAV
8% LAV LAV LAV | RLAV | RLAV | RLAV | RLAV
@ndon | 10% LAV LAV LAV | RLAV | RLAV | RLAV | RLAV
15% LAV LAV LAV | RLAV | RLAV | RLAV | RLAV
5% LAV LAV LAV | RLAV | RLAV | RLAV | RLAV
- 8% LAV LAV LAV | RLAV | RLAV | RLAV | RLAV
1l 10% LAV LAV LAV | RLAV | RLAV | RLAV | RLAV
S 15% LAV LAV LAV | RLAV | RLAV | RLAV | RLAV
5% LAV LAV LAV | RLAV | RLAV | RLAV | RLAV
8% LAV LAV LAV | RLAV | RLAV | RLAV | RLAV
FUISA 10% LAV LAV LAV | RLAV | RLAV | RLAV | RLAV
15% LAV LAV LAV | RLAV | RLAV | RLAV | RLAV
il 0% LS LS LS RID RID RID RID
5% LAV LAV LAV | RLAV | RLAV | RLAV | RLAV
8% LAV LAV LAV | RLAV | RLAV | RLAV | RLAV
idntion 10% LAV LAV LAV | RLAV | RLAV | RLAV | RLAV
15% LAV LAV LAV | RLAV | RLAV | RLAV | RLAV
5% LAV LAV LAV | RLAV | RLAV | RLAV | RLAV
- 8% LAV LAV LAV | RLAV | RLAV | RLAV | RLAV
11 10% LAV LAV LAV | RLAV | RLAV | RLAV | RLAV
e 15% LAV LAV LAV | RLAV | RLAV | RLAV | RLAV
5% LAV LAV LAV | RLAV | RLAV | RLAV | RLAV
8% LAV LAV LAV | RLAV | RLAV | RLAV | RLAV
SIIER 10% LAV LAV LAV | RLAV | RLAV | RLAV | RLAV
15% LAV LAV LAV | RLAV | RLAV | RLAV | RLAV
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Und (aifiaAnang) nazmsuanuaandalasuu (HmAadnd) TaeduunauseAuvIAfI081
(1) seaumAnnaludutsan dadumadasuiu tagszavanduiusvesdunlsdase iy
X U x5 (P) ﬁsﬂwamﬁmaﬂﬂﬂmu

1. ifeanuamamasuiinsuenusalndlifadalndludunlsam)

1.1) dieszduavduiug ludulsdassiidnioonimsonim 0.5
dnlszmnamasaeaiooaa (LS) 92 14A1 RMSE angalunnizauvuiaiieda
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Qs

anAulunT BN LAUARAURUTINND 0.5 1AZVUIAAIBE1IININY 20 182 30 ANJTziNuNsnansy
3% (RID) 921171 RMSE mifiga
1.2) iipszduanduiusludunlssaszismnnnin 0
Fmlizanunsnanesiad (RID) 92 11 RMSE aiigalunnszduvinadied
2. ifennunaamasuiinsuenussndvasuu@miAadnaludunlsaim)
2.1) dieszdanduiugludulsdaseimoenimiemiim 0.5
dlszinumduysaifooga (LAV) azl¥e1 RMSE miiaalunnszduaiia
Undludantlsen naszduesdadiumstasuu uaznnszduvinaiedn on3ulunsdi
seeanAURU TG 0.5 uazuiadI0en a1 20, 30 az 35 Tunnszaumnandnaludunls
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A
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FMRMSE i
2.2) iieszduavduriug ludunlsdasziinnnnnii 0s
FnlszinasasiimduysaifevgaRLAVIIE I RMSE miga Tunnszdy

miaanAludnlsany naszavredadiumitaeuiu nazNnizAuYHIAAIDE

3. wansznunilateaieg fifideraniiaoavesd unasaunaInInaoudades
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msfagiimamsaneitldlundad Wilszgndl#iudoyassalumsiszinudmso
wennsaliosiaunlsawiidoms Indnlumsufiadail

1 wamsitersinl1diudeyas 18 lunsdiinunmandouguinisuanis
Unaniomausnmaminddasuuminiu Simsnageumsinuawesnuam AR UduTow
Hitmsmenua)ndnse i Tavansanaseuminanuasuesd usmuunu'ld winanunain
naouduiimsnanusnddunlsauiizinsuenusaln@muiu menageuidnlsauiims
sanualnanse i 1¥adanaaou Kolmogorov-Smirnov Test (K-S Test) "30 Shapiro-Wilk Test
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Y a = " a a A w = 3 = v w du w = o A = A
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(Scatter Diagram) ¥oadImilsdaszuaazgiinnuduiuiiumie
4. minageunimAnlnaludinlsayie i imaadndogluszaula nasiidadu
vosmAnlnan s Tudeyaiivzihundmiizin naaouTasld Box Plot 1ipa19Wa3aNnMINIANY
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szAum | daaauns TR seduanauiiuglu dlszinumimsines
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" 13la 9, 1 r [ o -
hiiiei 0 % 1INNIMSDIMALY 0.4 Alszm3Ad(RID)
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3504 60 | Yewnuiemiiy 0.6 dnlszinuiaireariooga(Ls)
YNNI 0.6 dlizinasai(RID)
) ' Y ' o ' w X
Houn 40 ioun 0.4 dnlszinumaduysaiioogalLAv)
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