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A3

MTIATIZAFIUTENOU (Factor Analysis) Wazn15ilATIzReIAUTENaUNEN (Principal Component
Analysis) Lﬁues'%ﬂwaquaaasuaaﬁaLLﬂiwwﬁafﬁmEJmmé’aJﬁuﬁ‘suaamwmuﬂiﬂﬁauimwwjmé’f’sLLUﬁMmEJ6‘] )
shesusznouvizeiady (Factor) ioesdusznou (Component) e 2-3 psdvUsznoudadulTunndy
(Random quantities) filiamsodunaldlnense Tnsesiusenouiildaranunsaedurednumeauduig
vosulsfinan swisennudnuazanznguresiaulsliie enandndntevilide Wuitnsdnw
awdusszrinsduUsmane g fhiiinnudniusdatulasfu e lugmsdnnguiuuslidussduszney
Wieshifosiuszney Tnefishuusluudasesdusznavasiimuduiudiusauusluesddsynautiug wnnin
dudslussdusenaudu muitafietisfinmumanevesnguiuysiinuedlussddszneuiisrfunuanusng
GUEN@”JLL‘LJ'i‘ﬁIﬁﬂ?ﬂﬁﬁﬂﬁHéQﬁﬁU@ﬁﬁﬂizﬂEJU’L%u Taests 2 Fsinsaaneiindediu unndeiuinsingzs
fuszneuiifupuvesiuuuidadfiielilunsussanuaniminvesesduszney (Factor Loading) uax
MAmNLIUTUTIENE (Spedific Variance) Aifpsodeismsuszanameisanumsaziiugign (Maximum
Likelihood Method) %38 g99AUsznaunan (Principal Component Method) Tuwauein1sinsen
psdUsznaundnlififiuuudsadfiiunieades ewddumsaassvesiudslni (esdusznev) Wieglu
sUNATFa (Linear Combination) vasiaulsifuiftefirudnvasvosnduiandsldiedu

aymitddusznmsuildunmsdieseiiuszneu wiemsieseesduseneundn fie n15AnIsan
feduuesduszneuimsazdszneulusenesdusznou wavasldinusilalumsfiTsanfeduauesddseneu
Amnzay mnfinsfnesdusznevunesduszneuly videssdusznouililunisasuannifusniu vl
waagUldliannsnelunednuasiulsanaideidnmldedsdneunazgnies Tnsinasinldlunsiionsan
fedruauesduszneuTivsnzanTvansinas Wy

1. nfuas Kaiser (Kaiser’s Eigenvalue Greater than 1.0 Rule)

Hungiliauelag Kaiser (1960) Fsfimnsandnussdusznaumnalownuiifiiannnii 1.0 nanfe

mnessdsznauladieleoinutosnit 1.0 ud uanshesiuszneuiulimsiiluesuefulstmuadian

2. msnagaulay Cattell’s Scree Test

Wuwsunmilaueleg Cattell (1966) BsfinsanintnuesdisenouTivingaunUALAIN Scree Plot

NAMAD WHUNINIENARANIILEUSENINeATlalnuLAaEAT (WAL y) AUAIAUTBIBIAUTENBUNFURUSHU

'
a

Aleinudsnan (wnu x) TneBosandleinuiiundigadadloinuditosdian wuiAnues Scree Plot fio
Alownulusumisie 9 axdidniosnn awnsafinnsanangafiiidnuuziGonin doren (Elbow) 39370
piudloinuaraosq anasednedng (Armsuiudosas) Sesdussnauiiduiusivalonumaniu sl
ApuuUsUTuiiistuiosnn Swanansaaziild
3. n1sAaaUlng Bartlett’s Chi-square Test

JuiBnsiiauelae Bartlett (1950) Faiinsvaseuaunigiulaglimaianaseunuula-auens
ilenagoumswiiuvesngudloinu Tasfinsudsnguatleinuegnaning sewineilenuiifivuelng fu
Alenuiifivundn wagnaaeuauuAgrunsviiiuvesngualomnuiifivuiadn vnliaansaU fiasausfigm

Aananle wanainguesAusenauiduiusiungueanlonuiifivuining arshluldlunisasy wesulanasiely
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4. 7% Velicer’s Minimum Average Partial (MAP)

Judsnnsfiauelay Velicer (1976) sﬁﬂﬁﬂwsﬂisqﬂﬁmé’ﬂmssﬂaqmﬁLﬂswﬁaaﬁﬂizﬂawﬁﬂﬁu
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5. nsnnaaulng Lawley’s Test
JuiBnisiiauslag Lawley (1956) dsiimveaeuauyignilaglidhatiinaaouuuula-auens
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6. 75 Broken-stick
& aa a . P =& A a
WWudsnisiauelae Frontier (1976 91989l Peres-Neto, et al. 2003) @91LUININTITNAITUN
ﬁﬂal,ﬂumﬂ%aaﬂaﬁwaamuu TneiflvannasinminAnukUsusIusId (Rasiuvesalawny) ﬁgmmaa&mdm
UABIAUTZNOUANNY AT AIAIANIIT09NITUANUAITDIATLBIAUAZENITLANIASULUY Broken-stick tufie
mnaleinuandeyadselimunnnimlenuiliainnsiuaneiefmuuy Broken-stick waneiesrusznautil
a a ) PP = ° 1
winzaunaglsluniseSuredinlsnane Janunsaaiwinlaain

e p wiu Swufuds b uny sunvasdleinuanesfdseneud k meldfuuu Broken-stick
7. A5 Horn’s Parallel Analysis (PA)
& ad a PR ° 9 Aada v a o
Jwisnnsivauelae Horn (1965) Beiin1sinasstoyaannisuaniasiuuuninilanvaziieniv
Toyad3s welildanlanuluudazaitweinisdiasuuu Mntumanadisvesdilany wasmanlanumumus
¢ & ¢ PRy =} a YRl 9] a o A | 9] a A Y
wWoeswulvdn 95 wieilSeudisuduanlainuaindeyadss Wuhs mnealainuaindeyasseliAunnniime
| a | | ° ' ¢ ¢ | 3 Y a a
ANRdgvaIAbany warAlainuiurualasiulnan 95 wanainesruseneutumunrauiaglslunisesuie
o PRy YY) | A =2 1 ' ' o W 3 Ao o &
FrwUsndEne Aefiagn9ana g 1 Faduniswasnnsnnd@useninednloiny wagasureesnUsenaundunus
YR < VI oA A ' ' v a a ' P 1% 1%
fAuAlownu aziulddndiies 2 AwsnvesArleinuaindayadsi (Real Data) Niogmiowdulszend uagidusy
Fudunsiiduvresreisvaaitony (Mean) waznsiniduvasaitanusiwndaasidulndan 95
(95th Percentile) puandu sanunsaasulaindeyayaiinisuszneulusie 2 ssduszneunivedfyniada
fAszeu .05 MU Glorfeld (1995) lenauain wissnaldarlanusiwrisUasdulndyn 95 Aluanasanis
NsaidledAgnsadanszau .05
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IN9UIIBY83 Humphreys and Montanelli (1975) S?fdlﬁﬂimﬁummgﬂéfawmmm%ﬂlumﬁﬁmim
F1uIueIAlsEnaulaellSoulfousenineglds MAP waid PA Im&Jﬁi’waaq%ayjamﬂLw%ﬂeﬁmé’uﬂ’uéﬁﬁ
SrunufuUsiiu 20 war 40 f AdunaTwIn 100 LAz 500 M LiefiasansuiuesUszneu 3 ua 7
psAUsEnev 18vien 40 wag 50 srlunsazideuly wansAnwdlrdiuin 53 MAP fnavessauesdUsenou
funniusfunasddiuaiiugasdn Lﬁaéuu’mmamejuﬁaaﬁi’mﬁwﬁuIu%msﬁfi%' PA TiaveeduIuesAUsENaU
VLéfgﬂéfauﬁaunﬂﬂﬁiﬁﬁﬁﬂm

Zwick and Velicer (1986) lauUsziiiunanugnsiodvanugilun1snatsundiuiuesduseney
Tnesuifisuinnusivanun 5 ot o ngues Kaiser Manaaaulae Cattell’s scree test Mavnaaulng
Bartlett’s chi-square test 35 MAP a5 PA Iﬂﬁlﬁi”lam“ﬁj@%aﬁ]’lﬂLiJW%ﬂ“gaﬂﬁMﬁuéﬁﬁﬁi’M’mﬁ?LL‘U?L“V]I’]?'Q]JU 36
LaEAEUNATUIN 72 Wag 180 SnUfuUvnAU 72 Mazadaunauuin 144 uwag 360 Avuinesdlsyney
Wiy 0.5 wag 0.8 TIvdnaLs U LUsSLaY S IUBIRUsENEUMENWITU 6 uay 12 Ipusziiunnugnees
MnANREETeINILANATE IS aLe R UsENsUMENTilEI NS dnawiiu 4 fusuauesduszneundn
AlEnuadidnuimualnes1sdainalonuiifidiuinnit 1.0 wasiidimidnesdussnouinnia 0.3
nan1sAnwILUSsUTiBunUIN 35 PA TﬁmamaqmmgﬂﬁaﬂﬁﬁﬁqmﬁmL‘f’lu%'aﬂaz 92 50989117075 MAP 1vika
YgIANUgNAatTesar 84 n1svagaulag Cattell’s scree test MinavesAINgNABITeLa 57 Tuyausil
nsnaaeulag Bartlett’s chi-square test lvinavasnugnasaiivsosas 30 d1unguas Kaiser Minaves
ANUgNFRLNeITosay 22 wazmuilisnuiussdussnoufiinniunusudu Zwick and Velicer (1986)
fanuinngues Kaiser a¢lvinavesangndes ledruussiuszneundnaediuumuusiidnmeglusnsd
1:3 %30 1:5u30 L 6 uae Fabrigar, et al. (1999) wulmnelewnudiladalndifes 1.0 11N Wy 1.01
38 0.99 gauinlymilunsdnduladedideld dmSunisnaaeulay Cattell’s scree test th mndnedu
JenIN 2 90 HegvangyidlulHuN (Fagunmil 1 Fs0199zfoadensening 4 wie 7 ssrdszneu) andu
nsen lunsiadnulat msazdszneulusefesdszneu wimniUSeudisusswingisnsiitungues Kaiser
WU 3%'ms§1ﬁwaéummmgﬂéfaqmﬂﬂ’jw wazliifdormualudossviusulsidnw

Silverstein (1987) lausuidiuanugnaesvaanaeilunisiansandiuiuesddsenaulaeIsudieu
ngues Kaiser 733 PA Tngdanadeya 24 wadeyaiinisuanuas srutumdann uazsiuuiudsinaiy
TaguszifiumnugniesanAidsveanuuansaseninduauesdUseneundndilsainnisling Kaiser nie
38 PA AusuauesdUseneundniildanuaidanuvianun Tnegredsanalenuiiiainnnin 1.0 wazieas
avanvaInuLUsUsIufiesuelanaus 70% FulU wansAnwuansin 33 PA Tinavesnugnaeslafndd
N§VD3 Kaiser

Glorfeld (1995) leavslildanlotnusmunialesdulngs 95 133 PA unuAedsvesailonu
Farnleinudsnanvzasandesiutodrdgmisaiafiszdu 05 Tnsdransdoyaainiumdndandusiusig
FrUIUAIELNA 90 A LazTILIUFALYS 9§ STUMELAR 180 A1 waZSILIUEILUS 36 f Telinsuanuas
11 4 JUWUUAR 1) NTUANUIUUUNANINTFIU 2) NTHANKAIUUULENSY 3) NTHANKIIWUU G fiflnsewdes
mMarnluseugs uag 4) NN UHELTNANN N SUINLAILUUUNR wuueNIU kUURUBEIMNUIUAEE Y
AMTEsRae 5,000 1 nansFumAlenuERUT 1-3 Mnuvindavduiusitsnnuddung 90 A
wazdwausuls 9 f uazailatnudiuil 1-12 arnuvindanduiusfitsiuiumduns 180 A1 warsuIu
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s 36 f1 wuis PA Tidnadsvesenlewnu Afsegiuveseilein wagenlawnuiuvialefidulnad 95
mmqﬂmm«’\mLLaqﬁﬁwﬁTﬂé'Lﬁaaﬁ'u athslsiinu Glorfeld (1995) §ladasaumdndanduiusitisuaumdans
120 ALALIIIUFMUT 12 §2 TV 5,000 31 ieAnwAdsvesaleiny uagalewnumumL
Wosiiulngd 95 wadildnuin Anedevesmlawnuazlisnuiussdussnoufiinniunnusndu 3elsauslily

AlotnusmurusUssidulngi 95 unuatadsvesrilonu driloinuiinanavdaennaosiuiudAynieans

= o

fsgeu .05

A a av v Y A A av o 1 a o

WONATAUNNMUITET AU 1S0BNWAIY Y UIIBAUTU 911398U09 Jackson (1993); Press-Neto,
Jackson, and Somers (2003; 2005) Dinno (2009) wu31 38 PA liavasAugnfenediuduInesdlseney
Mygaundnisn1sdus wu nskingues Kaiser 38 MAP manaaeulay Bartlett’s chi-square test %50
Asnaaaulng Cattell’s scree test wanInazldds PA Wumiadanlunisnansansnuiuesrusenauiiu
Adslaifidndslndenldlulusunsuddogumead Tnedwieslusunsu Vista-PARAN 7iiaunlag Young (2003)
FANUAAITUNBUIS PA 1neg Ledesma and Valero-Mora (2007) aawu o AW ade (2551) lawausld

| I v oo o & aaa A & = =

agalsfiony unanuiladnauenisldlusunsudniagunieadadn 2 Wsunsuialudnuianiaden
Tun1s 11738 PA anlglunsfiansaunesrusenauivansauna by

a

TUsunsuan5asumeadifndmsuisnns Parallel Analysis
Y

Tusunsudnsagy SPSS

Wsunsudnusagu SPSS (Statistics Package for the Social Sciences) Julusunsumenfiamesiiaey
H'Lmi'um&m’mﬁqmﬁ’m%’umﬁmeﬁmqaaalué’mumam% linagidunmsiesgianndaussens vise
AAAT9B1989 ansalnslieTeiuuusaulsifien videvaneduds eehslsfny Tusunsy SPss Sslaileds
Tnomsaitoldtunonisainia PA lunsionsanosdiussneufinyas 1wt a.e. 2004 Hayton et al. l¢iaue
Syntax Command lun1sinaeadeya wazAwinelewnu wswadaviinltndludgiu Syntax waroumds
Fanndi 2

UssViad 1 Junsiddeyalaenisimuadiuiuaduns (n) wazdmausuds (v) faonadosiu
ﬁﬁaaﬂaﬁmﬁaﬁ’lmiﬁwaaﬁaaﬂa TngussWaii 2-3 910 Syntax Cormand Bunsimunsiuausdanastavan
100 A1 (1 B9 100) wazsuuFMUs 9 § (v1 B9 v9) ussvindi 4 Junsihaesdeyaliaenadasiudoyasis
fifinsuanuasuuuUn FannaudsefivhunAnwdunasdiulssanaasiug 7 seeu AUTOUNUANG LR
wagAINasesaya 90 5 uar 3 10U 7 uay 4 ¢ auaeu duussviafl 5 uay 6 Lﬂuﬂ'w‘ﬁqm WAL ANgER
ﬁum%a;&aﬁiﬁumﬁwam UsTVIRdl 12-20 910 Syntax Command utumeuntsiuiaailenuanaming
avdunusveayadnaaduy FaludumeuildmuunnasiaSuduvasmlenuwinfu 0 wazving 25 41 e
Tilgarlonuluusazsulsilisnans Tnsfinnsatmosdusznaumeisnsinssiesrdssnoundn wazlald
NSMULNUVBIDIAUTENDY

iieldieds Run uazidon All udnadwiuansAndann 100 Aandaudsie 9 @ a1 Communalities
warAMuuUTUTINTINfiamsneduield (Total Variance Explained) HeduBud (nitial) wavdadn

(Extraction) Tauvisunsndesausznaululsazesrusznouiils (Component Matrix) 310 UURBUT AL 1A
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vpeAloinu wazArlelnuiuniadesidulndnngg Tuurazdrduassesrusyneuiduiusiuiiiounly

Wiguieuiuanlainurestoyadsewunuiniavesds PA deld

1) INPUT PROGRAM.
LOOP LOOP#1=1 TO 100.
DO REPEAT V=V1 TO V9.
COMPUTE V=RND(NORMAL(5/6)+3).
5) IF (VLT 1v=1.
IF (V GT 5)v=5.
END REPEAT.
END CASE.
END LOOP#1.
10) END FILE.
END INPUT PROGRAM.
FACTOR
/VARIABLES v1 v2 v3 v4 v5 v6 v7 v8 v9
/MISSING LISTWISE
15) /ANALYSIS v1 v2 v3 v4 v5 v6 v7 v8 v9
/PRINT INITIAL EXTRACTION
/CRITERIA MINEIGEN(0) ITERATE(25)
/EXTRACTION PC

MuA 2 Syntax Command tednasidayauazuinaloinuiielusunsy SPSS

nieUszula WPA

Patil et al. (2007) VLﬁﬁ’l‘agumﬁJu?J%mﬂI‘IJiLLﬂ‘i@Jﬁ’]L%E‘U SAS (Statistical Analysis System) @atu
TWaunsuililumsieseitoyaiiiusyansnmgdusunsunis uazannsaldlaiudoyalunnussam fatoya
e Aneeans wiemdsaudand Tne Patil et al (2007) Iéhduneudsiauslag O'Conner (2000)
wiauduntheUssnanafiedunasiadevesalony wazmlonusumiavesdulndiidenis Judide
1580791 Web-based Parallel Analysis (WPA) 1igsiataudnuiuanys (Number of Variables) hagduiumn
dann (Sample Size) asluludesiidavun iethwaildlussuifisuiualeinuresteyasisluusazafuves
aefUsEnaURduTusAY Tneanunsaideusiuaugiann 100 81 ludes Number of Random Correlation
Matrices to Generate wazsuiaUasidulndain 95 lutes Percentile of Eigenvalues Jalusiifmun
Mnvtheussnauasuiideinsly sauensadonnsimunuvindGuduluges Type of Analysis
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Tunsdrassumsndanduiusiduwuy Principal Components Analysis %38 Principal Axis Factoring kazidan
p p Yy p g

I a v 1% W v i a i ' ° ' s sa o ' o w
ALSUAU (Seed) 1@@?8 Naﬁlﬂ%uﬁmmLaaﬁlﬁumﬂ’ﬂamu LLazﬂ’ﬂ,’aLﬂ‘umLL‘VmﬂL“UaiLﬁ?JublanlmMuﬂ IuLLWagﬁqﬂU

YosoerUsznouTdNIusiu WethluSsuieuiualeinuresdeyassmiuwuimiwesds PA sald fanni 3

Please Enter Your Specifications:

INumber of Variables in your Dataset to be Factor Analyzed
{Sample Size of Your dataset

Type of Analysis

[Number of Random Correlation Matrices to Generate
|Percentile of Eigenvalues

{Beed

I

1 (default is *1" [RECOMMENDED] for Principal components Analysis; Use 'Z" for Principal Axis Factoring)

100 (default is 100)
9% \(default is 95)

1000 (please modily as desired)

[ Submit Query |

[Reset

|| Parallel Analysis: Eigenvalues Extracted Using Principal Components Analysis |

ISpetiuionsfmh‘thm: ||

IRmdunDahEigemhesI

1.000000
2.000000
3.000000
4.000000
5.000000

6.000000
7.000000
8.000000

9.000000

1.478776
1314124
1.185228
1.084153
0.985399
0.882676
0.791295
0.690452
0.587897

1.596786
1.419372
1273411
1.139899
1.042112
0.956883
0.870297
0.772990
0.669331

AT 3 NMIUTTLIANS WATHAANEIN Web-based Parallel Analysis

ajUuazdaiauauug

msfansanduesAUszneuiivinzaunAlenuiieds PA melusunsudnSaguic 2 Tusunsy

vanslilusunsuduiagy SPSS wavwiieussanana WPA vilianunsafiansanenufideddguesdiuam

asAusznaud1 msUszneuludmeiesrusenauldegrsgnieiasdaiau Favinaimanzaunintisous Jaae

Wudnmadenuislunisids Pa IUldlunsfiansanssduseneuimunzausall agralsiniy nisaSuneda

dnwazvssnsrUsznavannguiulsidaduddifglunddeifinmsiessidudsuats 4 @ dWefumanuas

ANudTusvesiiwUsvatiu viaeanduiudeyalvilorat Inegadsansaunanilogludeyatiosiign
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