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อาฟฟ ลาเตะ/ โปรแกรมสําเร็จรูปทางสถิติสําหรับวิธีการ Parallel Analysis

ความนํา
 การวิเคราะหตัวประกอบ (Factor Analysis) และการวิเคราะหองคประกอบหลัก (Principal Component 
Analysis) เปนวิธีการทางสถิติของตัวแปรพหุที่อธิบายความสัมพันธของความแปรปรวนรวมระหวางตัวแปรหลายๆ ตัว
ดวยตัวประกอบหรือปจจัย (Factor) หรือองคประกอบ (Component) เพียง 2–3 องคประกอบซึ่งเปนปริมาณสุม 
(Random quantities) ที่ไมสามารถสังเกตไดโดยตรง โดยองคประกอบที่ไดจะสามารถอธิบายลักษณะความสัมพันธ         
ของตัวแปรดังกลาว รวมทั้งอาจรวมลักษณะเฉพาะกลุมของตัวแปรไดดวย อาจกลาวอีกนัยหนึ่งคือ เปนวิธีการศึกษา             
ความสมัพนัธระหวางตวัแปรหลายๆ ตวัทีม่คีวามสมัพนัธซึง่กนัและกนั เพือ่นาํไปสูการจดักลุมตวัแปรใหเปนองคประกอบ
เพียงไมกี่องคประกอบ โดยที่ตัวแปรในแตละองคประกอบจะมีความสัมพันธกับตัวแปรในองคประกอบนั้นๆ มากกวา
ตวัแปรในองคประกอบอ่ืน รวมท้ังเพือ่ชวยตคีวามหมายของกลุมตวัแปรทีร่วมอยูในองคประกอบเดยีวกนัตามความหมาย
ของตัวแปรที่มีความสัมพันธสูงกับองคประกอบน้ัน โดยทั้ง 2 วิธีการมีจุดมุงหมายที่คลายกัน แตกตางกันที่การวิเคราะห
ตัวประกอบมีพื้นฐานของตัวแบบเชิงสถิติเพื่อใชในการประมาณคานํ้าหนักขององคประกอบ (Factor Loading) และ            
คาความแปรปรวนเฉพาะ (Specifi c Variance) ท่ีตองอาศัยวิธีการประมาณดวยวิธีความควรจะเปนสูงสุด (Maximum 
Likelihood Method) หรือ วิธีองคประกอบหลัก (Principal Component Method) ในขณะท่ีการวิเคราะห                                   
องคประกอบหลักไมมีตัวแบบเชิงสถิติเขามาเกี่ยวของ เพียงแตเปนการสรางเซตของตัวแปรใหม (องคประกอบ) ใหอยูใน
รูปผลรวมเชิงเสน (Linear Combination) ของตัวแปรเดิมเพื่อตีความลักษณะของกลุมตัวแปรไดงายขึ้น 
 ปญหาที่สําคัญประการหน่ึงในการวิเคราะหตัวประกอบ หรือการวิเคราะหองคประกอบหลัก คือ การพิจารณา
ถงึจาํนวนองคประกอบวาควรจะประกอบไปดวยกีอ่งคประกอบ และจะใชเกณฑใดในการพจิารณาถงึจาํนวนองคประกอบ
ที่เหมาะสม หากมีการตัดองคประกอบบางองคประกอบไป หรือองคประกอบท่ีใชในการสรุปมากเกินจําเปน จะทําให           
ผลสรุปทีไ่ดไมสามารถอธิบายลักษณะตัวแปรจากงานวิจยัทีศ่กึษาไดอยางชัดเจนและถูกตอง โดยเกณฑทีใ่ชในการพิจารณา
ถึงจํานวนองคประกอบท่ีเหมาะสมมีหลายเกณฑ เชน
 1.   กฎของ Kaiser (Kaiser’s Eigenvalue Greater than 1.0 Rule)
  เปนกฎท่ีเสนอโดย Kaiser (1960) ซ่ึงพิจารณาจํานวนองคประกอบจากคาไอเกนท่ีมีคามากกวา 1.0 กลาวคือ 
หากองคประกอบใดมีคาไอเกนนอยกวา 1.0 แลว แสดงวาองคประกอบนั้นไมควรนําไปอธิบายตัวแปรทั้งหมดที่ศึกษา

 2.   การทดสอบโดย Cattell’s Scree Test
  เปนแผนภาพท่ีเสนอโดย Cattell (1966) ซ่ึงพิจารณาจํานวนองคประกอบท่ีเหมาะสมจากแผนภาพ Scree Plot 
กลาวคือ แผนภาพจะพลอตกราฟเสนระหวางคาไอเกนแตละคา (แกน y) กับลําดับขององคประกอบท่ีสัมพันธกับ               

คาไอเกนดังกลาว (แกน x) โดยเรียงจากคาไอเกนท่ีมากที่สุดถึงคาไอเกนที่นอยที่สุด แนวคิดของ Scree Plot คือ                     
คาไอเกนในตําแหนงทาย ๆ จะมีคานอยมาก สามารถพิจารณาจากจุดที่มีลักษณะที่เรียกวา ขอศอก (Elbow) ซึ่งจาก            
จุดนั้นคาไอเกนจะคอยๆ ลดลงอยางชาๆ (ความชันเริ่มนอยลง) ซึ่งองคประกอบที่สัมพันธกับคาไอเกนเหลานั้น จะให         

คาความแปรปรวนที่เพิ่มขึ้นนอยมาก จึงสามารถละทิ้งได
 3. การทดสอบโดย Bartlett’s Chi-square Test
  เปนวิธีการที่เสนอโดย Bartlett (1950) ซึ่งมีการทดสอบสมมติฐานโดยใชตัวสถิติทดสอบแบบไค-สแควร
เพ่ือทดสอบการเทากันของกลุมคาไอเกน โดยมีการแบงกลุมคาไอเกนอยางคราวๆ ระหวางคาไอเกนท่ีมีขนาดใหญ กับ 
คาไอเกนทีม่ขีนาดเลก็ และทดสอบสมมติฐานการเทากนัของกลุมคาไอเกนทีม่ขีนาดเล็ก หากไมสามารถปฏเิสธสมมตฐิาน 
ดงักลาวได แสดงวากลุมองคประกอบท่ีสมัพนัธกบักลุมคาไอเกนท่ีมขีนาดใหญ ควรนําไปใชในการสรุป และแปลผลตอไป 
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ในขณะที่กลุมองคประกอบที่สัมพันธกับกลุมไอเกนที่มีขนาดเล็ก ก็จะสามารถละทิ้งองคประกอบนั้นไปได ซึ่งสามารถ
คํานวณไดจาก

 เมื่อ R   แทน ดีเทอรมิแนนทของเมทริกซสหสัมพันธ  n แทนจํานวนขนาดตัวอยาง p แทน จํานวนตัวแปร 

และ  ประมาณเปนการแจกแจงแบบไค-สแควรดวยองศาอิสระ  2/)1( pp  
 4.  วิธี Velicer’s Minimum Average Partial (MAP)
 เปนวิธีการท่ีเสนอโดย Velicer (1976) ซึ่งมีการประยุกตหลักการของการวิเคราะหองคประกอบหลักกับ              
การวิเคราะหลําดับท่ีของเมทริกซสหสัมพันธบางสวน น่ันคือ เปนการหาคาสัมประสิทธ์ิสหสัมพันธบางสวนระหวาง 2 ตัวแปร 
ในทุกคูของตัวแปรที่เปนไปไดในองคประกอบท่ีพิจารณา ซึ่งจะคงองคประกอบดังกลาวไว เม่ือคาสัมประสิทธิ์สหสัมพันธ
อยางนอย 2 คาในองคประกอบมีสหสัมพันธกันสูง วิธีการนี้เปนการพยายามหาองคประกอบหลักที่ดีที่สุดมากกวา              
การหาจุดตัดเพ่ือตัดองคประกอบท่ีใหผลของความแปรปรวนตํ่า ซึ่งสามารถคํานวณไดจาก

 เมื่อ  p แทน จํานวนตัวแปร หรือองคประกอบ  r
ij,k
แทน สัมประสิทธิ์สหสัมพันธบางสวนระหวางตัวแปร i และ 

j  โดยการขจัดองคประกอบแรกจํานวน k องคประกอบ
 5.   การทดสอบโดย Lawley’s Test
  เปนวิธีการที่เสนอโดย Lawley (1956) ซึ่งมีการทดสอบสมมติฐานโดยใชตัวสถิติทดสอบแบบไค-สแควร
เพื่อทดสอบการมีนัยสําคัญของคาไอเกนจากองคประกอบหลักที่ 2 มีการตั้งสมมติฐานวางเกี่ยวกับความสัมพันธระหวาง
องคประกอบ 2 องคประกอบ ซึ่งสามารถคํานวณไดจาก

  เมื่อ p แทน จํานวนตัวแปร หรือองคประกอบ  r
ij
  แทน สัมประสิทธิ์สหสัมพันธบางสวนระหวางตัวแปร   i 

และ j โดย 
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 6. วิธี Broken-stick
  เปนวิธีการที่เสนอโดย Frontier (1976 อางถึงใน Peres-Neto, et al. 2003) ซึ่งมีแนวทางการพิจารณา
คาไอเกนจากขอมูลจําลองแบบ โดยมีขอตกลงวาหากความแปรปรวนรวม (ผลรวมของคาไอเกน) ที่ถูกแบงอยางสุม                
แกองคประกอบตางๆ แลว คาคาดหวังของการแจกแจงของคาไอเกนจะมีการแจกแจงแบบ Broken-stick นั่นคือ            
หากคาไอเกนจากขอมูลจริงมีคามากกวาคาไอเกนท่ีไดจากการคํานวณดวยตัวแบบ Broken-stick แสดงวาองคประกอบน้ัน
เหมาะสมที่จะใชในการอธิบายตัวแปรท่ีศึกษา ซึ่งสามารถคํานวณไดจาก





p

ki
k i
b 1

 เมื่อ  p แทน จํานวนตัวแปร b
k
  แทน ขนาดของคาไอเกนจากองคประกอบที่ k ภายใตตัวแบบ Broken-stick

 7.  วิธี Horn’s Parallel Analysis (PA)
  เปนวิธีการที่เสนอโดย Horn (1965) ซึ่งมีการจําลองขอมูลจากการแจกแจงแบบปกติที่มีลักษณะเดียวกับ
ขอมลูจริง เพือ่ใหไดคาไอเกนในแตละคร้ังของการจําลองแบบ จากน้ันหาคาเฉล่ียของคาไอเกน และหาคาไอเกนตําแหนง
เปอรเซ็นไทลที่ 95 เพื่อเปรียบเทียบกับคาไอเกนจากขอมูลจริง นั่นคือ หากคาไอเกนจากขอมูลจริงมีคามากกวาทั้ง                 
คาเฉล่ียของคาไอเกน และคาไอเกนตําแหนงเปอรเซ็นไทลที่ 95 แสดงวาองคประกอบนั้นเหมาะสมท่ีจะใชในการอธิบาย
ตวัแปรท่ีศกึษา ดงัตวัอยางจากภาพท่ี 1 ซึง่เปนการพลอตกราฟเสนระหวางคาไอเกน และลําดบัขององคประกอบท่ีสมัพนัธ
กับคาไอเกน จะเห็นไดวามีเพียง 2 คาแรกของคาไอเกนจากขอมูลจริง (Real Data) ที่อยูเหนือเสนประยาว และเสนประ
ซึ่งเปนกราฟเสนของคาเฉลี่ยของคาไอเกน (Mean) และกราฟเสนของคาไอเกนตําแหนงเปอรเซ็นไทลที่ 95                               
(95th Percentile) ตามลําดับ จึงสามารถสรุปไดวาขอมูลชุดนี้ควรประกอบไปดวย 2 องคประกอบท่ีมีนัยสําคัญทางสถิติ
ที่ระดับ .05 ตามที่ Glorfeld (1995) ไดเสนอวา เพียงแคใชคาไอเกนตําแหนงเปอรเซ็นไทลที่ 95 ก็เพียงพอตอการ                
พิจารณาวามีนัยสําคัญทางสถิติที่ระดับ .05
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อาฟฟ ลาเตะ/ โปรแกรมสําเร็จรูปทางสถิติสําหรับวิธีการ Parallel Analysis



5

วิทยาการวิจัยและวิทยาการปญญา ปที่ 9 ฉบับที่ 1

 จากงานวิจยัของ Humphreys and Montanelli (1975) ซึง่ไดประเมนิความถกูตองของเกณฑในการพิจารณา
จํานวนองคประกอบโดยเปรียบเทียบระหวางวิธี MAP และวิธี PA โดยจําลองขอมูลจากเมทริกซสหสัมพันธที่มี                    
จํานวนตัวแปรเทากับ 20 และ 40 ตัว คาสังเกตขนาด 100 และ 500 คา เพ่ือพิจารณาจํานวนองคประกอบ 3 และ 7                   
องคประกอบ ไดทําซ้ํา 40 และ 50 ซํ้าในแตละเงื่อนไข ผลการศึกษาชี้ใหเห็นวา วิธี MAP ใหผลของจํานวนองคประกอบ
ทีม่ากเกนิจาํเปนและยิง่ใหผลทีแ่ยลงอกี เม่ือขนาดของกลุมตวัอยางเพิม่ขึน้ ในขณะทีว่ธิ ีPA ใหผลของจาํนวนองคประกอบ
ไดถูกตองเกือบทุกกรณีที่ศึกษา
 Zwick and Velicer (1986) ไดประเมินความถูกตองของเกณฑในการพิจารณาจํานวนองคประกอบ                        
โดยเปรียบเทียบเกณฑทั้งหมด 5 เกณฑ คือ กฎของ Kaiser การทดสอบโดย Cattell’s scree test การทดสอบโดย 
Bartlett’s chi-square test วิธี MAP และวิธี PA โดยจําลองขอมูลจากเมทริกซสหสัมพันธที่มีจํานวนตัวแปรเทากับ 36 
และคาสงัเกตขนาด 72 และ 180 จาํนวนตวัแปรเทากับ 72 ตวัและคาสงัเกตขนาด 144 และ 360 คาน้ําหนกัองคประกอบ
เทากับ 0.5 และ 0.8 รวมท้ังสัดสวนจํานวนตัวแปรและจํานวนองคประกอบหลักเทากับ 6 และ 12 ไดประเมินความถูกตอง
จากคาเฉล่ียของความแตกตางระหวางจํานวนองคประกอบหลักที่ไดจากการใชเกณฑนั้น ๆ  กับจํานวนองคประกอบหลัก
ที่ไดจากผลท่ีศึกษาท้ังหมดโดยอางอิงจากคาไอเกนท่ีมีคามากกวา 1.0 และมีคานํ้าหนักองคประกอบมากกวา 0.3                       
ผลการศึกษาเปรียบเทียบพบวา วิธี PA ใหผลของความถูกตองไดดีที่สุดคิดเปนรอยละ 92 รองลงมาคือวิธี MAP ใหผล
ของความถูกตองรอยละ 84 การทดสอบโดย Cattell’s scree test ใหผลของความถูกตองรอยละ 57 ในขณะท่ี               
การทดสอบโดย Bartlett’s chi-square test ใหผลของความถูกตองเพียงรอยละ 30 สวนกฎของ Kaiser ใหผลของ  
ความถูกตองเพียงรอยละ 22 และยังพบวาใหจํานวนองคประกอบที่มากเกินความจําเปน Zwick and Velicer (1986) 
ยงัพบวากฎของ Kaiser จะใหผลของความถูกตอง เม่ือจํานวนองคประกอบหลักตอจํานวนตัวแปรท่ีศกึษาอยูในอัตราสวน 
1 : 3 หรือ 1 : 5 หรือ 1: 6 และ Fabrigar, et al. (1999) พบวาหากคาไอเกนท่ีไดมีคาใกลเคียง 1.0 มากๆ เชน 1.01 
หรือ 0.99 ยอมเกิดปญหาในการตัดสินใจตอผูวิจัยได สําหรับการทดสอบโดย Cattell’s scree test นั้น หากคาความชัน
ระหวาง 2 จุด มีอยูหลายชวงในแผนภาพ (ดังเชนภาพที่ 1 ซึ่งอาจจะตองเลือกระหวาง 4 หรือ 7 องคประกอบ) จะเปน 
การยาก ในการตดัสนิใจวา ควรจะประกอบไปดวยกีอ่งคประกอบ แตหากเปรยีบเทยีบระหวางวธิกีารนีก้บักฎของ Kaiser                          
จะพบวา  วิธีการนี้ใหผลของความถูกตองมากกวา และไมมีขอกําหนดในเร่ืองจํานวนตัวแปรที่ศึกษา
 Silverstein (1987) ไดประเมินความถูกตองของเกณฑในการพิจารณาจํานวนองคประกอบโดยเปรียบเทียบ            
กฎของ Kaiser กับวิธี PA โดยจําลองขอมูล 24 เซตขอมูลที่มีการแจกแจง จํานวนคาสังเกต และจํานวนตัวแปรตางกัน                  
โดยประเมินความถูกตองจากคาเฉล่ียของความแตกตางระหวางจํานวนองคประกอบหลักท่ีไดจากการใชกฎ Kaiser หรือ
วิธี PA กับจํานวนองคประกอบหลักท่ีไดจากผลท่ีศึกษาทั้งหมด โดยอางอิงจากคาไอเกนท่ีมีคามากกวา 1.0 และรอยละ

สะสมของความแปรปรวนท่ีอธิบายไดตั้งแต 70% ขึ้นไป ผลการศึกษาแสดงวา วิธี PA ใหผลของความถูกตองไดดีกวา             
กฎของ Kaiser
 Glorfeld (1995) ไดเสนอใหใชคาไอเกนตําแหนงเปอรเซ็นไทลที่ 95 ในวิธี PA แทนคาเฉล่ียของคาไอเกน             
ซึ่งคาไอเกนดังกลาวจะสอดคลองกับนัยสําคัญทางสถิติที่ระดับ .05 โดยจําลองขอมูลจากเมทริกซสหสัมพันธที่มี                  
จํานวนคาสังเกต 90 คา และจํานวนตัวแปร 9 ตัว จํานวนคาสังเกต 180 คา และจํานวนตัวแปร 36 ตัว ซึ่งมีการแจกแจง

ใน 4 รูปแบบคือ 1) การแจกแจงแบบปกติมาตรฐาน 2) การแจกแจงแบบเอกรูป 3) การแจกแจงแบบ G ที่มีการเอนเอียง

ทางขวาในระดับสูง และ 4) การแจกแจงแบบผสมท่ีมาจากการแจกแจงแบบปกติ แบบเอกรูป แบบเอนเอียงทางขวาและซาย 
การทําซ้ําท้ังหมด 5,000 ซ้ํา ผลการคํานวณคาไอเกนลําดับท่ี 1-3 จากเมทริกซสหสัมพันธท่ีมีจํานวนคาสังเกต 90 คา                     
และจํานวนตัวแปร 9 ตัว และคาไอเกนลําดับท่ี 1-12 จากเมทริกซสหสัมพันธที่มีจํานวนคาสังเกต 180 คา และจํานวน
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ตัวแปร 36 ตัว พบวาวิธี PA ใหคาเฉลี่ยของคาไอเกน คามัธยฐานของคาไอเกน และคาไอเกนตําแหนงเปอรเซ็นไทลที่ 95 
จากทุกการแจกแจงมีคาทีใ่กลเคยีงกัน อยางไรก็ตาม Glorfeld (1995) ยงัไดจาํลองเมทรกิซสหสมัพนัธทีม่จีาํนวนคาสงัเกต 
120 คาและจํานวนตัวแปร 12 ตัว การทําซํ้าทั้งหมด 5,000 ซํ้า เพื่อศึกษาคาเฉล่ียของคาไอเกน และคาไอเกนตําแหนง                   
เปอรเซ็นไทลที่ 95 ผลที่ไดพบวา คาเฉลี่ยของคาไอเกนจะใหจํานวนองคประกอบที่มากเกินความจําเปน จึงไดเสนอใหใช
คาไอเกนตําแหนงเปอรเซ็นไทลที่ 95 แทนคาเฉลี่ยของคาไอเกน ซึ่งคาไอเกนดังกลาวจะสอดคลองกับนัยสําคัญทางสถิติ
ที่ระดับ .05
 เมื่อพิจารณาจากงานวิจัยขางตน หรืออีกหลายๆ งานวิจัยดังเชน งานวิจัยของ Jackson (1993); Press-Neto, 
Jackson, and Somers (2003; 2005) Dinno (2009) พบวา วธิ ีPA ใหผลของความถูกตองเก่ียวกับจาํนวนองคประกอบ
ที่เหมาะสมกวาวิธีการอื่นๆ เชน การใชกฎของ Kaiser วิธี MAP การทดสอบโดย Bartlett’s chi-square test หรือ                 
การทดสอบโดย Cattell’s scree test  แตหากจะใชวิธี PA เปนทางเลือกในการพิจารณาจํานวนองคประกอบน้ัน                        
ก็ยังไมมีคําสั่งใหเลือกใชในโปรแกรมสําเร็จรูปทางสถิติ โดยมีเพียงโปรแกรม ViSta-PARAN ที่พัฒนาโดย Young (2003) 
ซึ่งเพิ่มคําสั่งขั้นตอนวิธี PA โดย Ledesma and Valero-Mora (2007) ดังเชน อาฟฟ ลาเตะ (2551) ไดเสนอไว                               
อยางไรก็ตาม บทความน้ีไดนําเสนอการใชโปรแกรมสําเร็จรูปทางสถิติอีก 2 โปรแกรมเพ่ือเปนอีกหน่ึงทางเลือก                              
ในการ นําวิธี PA มาใชในการพิจารณาองคประกอบท่ีเหมาะสมตอไป

โปรแกรมสําเร็จรูปทางสถิติสําหรับวิธีการ Parallel Analysis

 โปรแกรมสําเร็จรูป SPSS 
 โปรแกรมสําเร็จรูป SPSS (Statistics Package for the Social Sciences) เปนโปรแกรมคอมพิวเตอรที่นิยม
ใชแพรหลายมากท่ีสุดสําหรับการวิเคราะหทางสถิติในสังคมศาสตร ไมวาจะเปนการวิเคราะหสถิติเชิงบรรยาย หรือ                 
สถิติเชิงอางอิง ทั้งกรณีการวิเคราะหแบบตัวแปรเดียว หรือหลายตัวแปร อยางไรก็ตาม โปรแกรม SPSS ยังไมมีคําส่ัง
โดยตรงเพื่อใชขั้นตอนวิธีจากวิธี PA ในการพิจารณาองคประกอบท่ีเหมาะสม ในป ค.ศ. 2004  Hayton et al. ไดเสนอ 
Syntax Command ในการจําลองขอมูล และคํานวณคาไอเกน เพียงแคเปดหนาใหมในสวน Syntax และปอนคําสั่ง             
ดังภาพที่ 2
 บรรทัดที่ 1 เปนการนําเขาขอมูลโดยการกําหนดจํานวนคาสังเกต (n) และจํานวนตัวแปร (v) ที่สอดคลองกับ

ขอมูลจริงเพ่ือทําการจําลองขอมูล โดยบรรทัดที่ 2-3 จาก Syntax Command เปนการกําหนดจํานวนคาสังเกตทั้งหมด 

100 คา (1 ถึง 100) และจํานวนตัวแปร 9 ตัว (v1 ถึง v9) บรรทัดที่ 4 เปนการจําลองขอมูลใหสอดคลองกับขอมูลจริง   
ทีม่กีารแจกแจงแบบปกต ิซึง่หากงานวจิยัทีน่าํมาศกึษาเปนมาตราสวนประมาณคาจาํนวน 7 ระดบั สามารถแทนคาสงูสุด 
และคากลางของขอมูล จาก 5 และ 3 เปน 7 และ 4 ได ตามลําดับ สวนบรรทัดที่ 5 และ 6 เปนคาตํ่าสุด และคาสูงสุด
ของขอมูลที่ใชในการจําลอง บรรทัดที่ 12-20 จาก Syntax Command เปนขั้นตอนการคํานวณคาไอเกนจากเมทริกซ
สหสัมพันธของขอมูลจําลองแบบ ซึ่งในขั้นตอนน้ีไดกําหนดเกณฑคาเริ่มตนของคาไอเกนเทากับ 0 และทําซ้ํา 25 ซํ้า เพื่อ

ใหไดคาไอเกนในแตละตัวแปรท่ีไดจําลอง โดยมีการสกัดองคประกอบดวยวิธีการวิเคราะหองคประกอบหลัก และไมมี             
การหมุนแกนขององคประกอบ

 เมื่อใชคําส่ัง Run และเลือก All แลวผลลัพธแสดงคาสังเกต 100 คาจากตัวแปรทั้ง 9 ตัว คา Communalities 
และความแปรปรวนรวมท่ีสามารถอธิบายได (Total Variance Explained) ทั้งสวนเริ่มตน (Initial) และสวนสกัด 
(Extraction) รวมทั้งเมทริกซองคประกอบในแตละองคประกอบที่ได (Component Matrix) จากขั้นตอนขางตน  นําคา

อาฟฟ ลาเตะ/ โปรแกรมสําเร็จรูปทางสถิติสําหรับวิธีการ Parallel Analysis
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ไอเกนที่ไดเก็บไวและทําซ้ําข้ันตอนดังกลาวตามจํานวนซํ้าที่ตองการ จากน้ันนําคาไอเกนในแตละซ้ํามาคํานวณคาเฉล่ีย
ของคาไอเกน และคาไอเกนตําแหนงเปอรเซ็นไทลตางๆ ในแตละลําดับขององคประกอบท่ีสัมพันธกันเพ่ือนําไป                  
เปรียบเทียบกับคาไอเกนของขอมูลจริงตามแนวทางของวิธี PA ตอไป

 

1) INPUT PROGRAM. 

LOOP LOOP#1=1 TO 100. 

DO REPEAT V=V1 TO V9. 

COMPUTE V=RND(NORMAL(5/6)+3). 

5) IF (V LT 1)V=1. 

IF (V GT 5)V=5. 

END REPEAT. 

END CASE. 

END LOOP#1. 

10) END FILE. 

END INPUT PROGRAM. 

FACTOR 

/VARIABLES v1 v2 v3 v4 v5 v6 v7 v8 v9     

/MISSING LISTWISE 

15) /ANALYSIS v1 v2 v3 v4 v5 v6 v7 v8 v9 

/PRINT INITIAL EXTRACTION 

/CRITERIA MINEIGEN(0) ITERATE(25) 

/EXTRACTION PC 

ภาพที่ 2  Syntax Command เพื่อจําลองขอมูลและคํานวณคาไอเกนดวยโปรแกรม SPSS 

 หนวยประมวล WPA 
 Patil et al. (2007) ไดนําข้ันตอนวิธีจากโปรแกรมสําเร็จรูป SAS (Statistical Analysis System) ซึ่งเปน
โปรแกรมท่ีใชในการวิเคราะหขอมูลท่ีมปีระสิทธภิาพสูงโปรแกรมหน่ึง และสามารถใชไดกบัขอมลูในทุกประเภท ทัง้ขอมลู
ทางดานวิทยาศาสตร หรือทางสังคมศาสตร โดย Patil et al. (2007) ไดนําขั้นตอนวิธีที่เสนอโดย O’Conner (2000)  
มาพัฒนาเปนหนวยประมวลผลเพื่อคํานวณคาเฉลี่ยของคาไอเกน และคาไอเกนตําแหนงเปอรเซ็นไทลที่ตองการ ซึ่งมีชื่อ

เรียกวา Web-based Parallel Analysis (WPA) เพียงแคปอนจํานวนตัวแปร (Number of Variables) และจํานวนคา
สงัเกต (Sample Size) ลงไปในชองท่ีกาํหนด เพือ่นําผลทีไ่ดไปเปรียบเทียบกบัคาไอเกนของขอมลูจรงิในแตละลําดบัของ                  
องคประกอบที่สัมพันธกัน โดยสามารถเปลี่ยนจํานวนซํ้าจาก 100 ซํ้า ในชอง Number of Random Correlation 
Matrices to Generate และตําแหนงเปอรเซ็นไทลจาก 95 ในชอง Percentile of Eigenvalues ซึ่งเปนคาที่กําหนด
จากหนวยประมวลเปนคาอื่นที่ตองการได รวมท้ังสามารถเลือกการกําหนดเมทริกซเริ่มตนในชอง Type of Analysis             
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ในการจําลองเมทริกซสหสัมพันธเปนแบบ Principal Components Analysis หรือ Principal Axis Factoring และเลือก
คาเร่ิมตน (Seed) ไดดวย ผลท่ีไดจะแสดงคาเฉล่ียของคาไอเกน และคาไอเกนตําแหนงเปอรเซ็นไทลท่ีกําหนด ในแตละลําดับ
ขององคประกอบท่ีสัมพันธกัน เพ่ือนําไปเปรียบเทียบกับคาไอเกนของขอมูลจริงตามแนวทางของวิธี PA  ตอไป ดังภาพท่ี 3

   ภาพที่ 3 การประมวลผล และผลลัพธจาก Web-based Parallel Analysis

สรุปและขอเสนอแนะ
 การพิจารณาจํานวนองคประกอบท่ีเหมาะสมจากคาไอเกนดวยวิธี PA ดวยโปรแกรมสําเร็จรูปทั้ง 2 โปรแกรม 
ทั้งการใชโปรแกรมสําเร็จรูป SPSS และหนวยประมวลผล WPA ทําใหสามารถพิจารณาความมีนัยสําคัญของจํานวน             
องคประกอบวา ควรประกอบไปดวยก่ีองคประกอบไดอยางถูกตองและชัดเจน ซึ่งใหผลท่ีเหมาะสมกวาวิธีอื่นๆ จึงนาจะ

เปนอีกทางเลือกหนึ่งในการนําวิธี PA ไปใชในการพิจารณาองคประกอบท่ีเหมาะสมตอไป อยางไรก็ตาม การอธิบายถึง
ลักษณะขององคประกอบจากกลุมตัวแปรก็ยังเปนส่ิงสําคัญในงานวิจัยท่ีมีการวิเคราะหตัวแปรหลาย ๆ  ตัว เพ่ือคนหาลักษณะ
ความสัมพันธของตัวแปรเหลาน้ัน หรือเพ่ือลดจํานวนขอมูลใหนอยลง โดยสูญเสียสารสนเทศท่ีมีอยูในขอมูลนอยท่ีสุด
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