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Determining the Optimal Component Numbers Using the Parallel Analysis Method 
and the ViSta - PARAN Computer Program 
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This article exemplifies the application of ViSta-PARAN (Ledesma & Valero-Mora, 2007), a 

recently released, freely available computer program which uses Parallel Analysis (Horn, 1965) to resolve 
the number of factors or components question. ViSta-PARAN has a number of strengths, including a tabular 
data grid similar to a spreadsheet, a menu-based user interface, and graphical displays of results. A sample 
data set is employed to demonstrate the use of this program to determine the optimal number of factors or 
components, and suggestions are made for its further application.  

ABSTRACT 
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������� ����������	
���

�����	��� (Principal Component Analysis) �������������	
���
����� (Factor 
Analysis) �
������������������������
��	������������� �� ����
������ �
�
����!� ��	�!������
�	��� " ���#$�����
�����	�%�
&''�� (Factor) 	�%����

����� (Component) ����� 2 � 3 ���

����� ()���
��
�� �*��!  (Random Quantities) ���+ !�� ���������+#$,#����,#����

��������+#$�� ������������-*���� �� ����
�������
�#����!�� �� ��.���'�� ���-*��/������! �������
�+#$#$�� ,#���.� 
2 ������� �'�# �!�	 �������$����� ����!������������������	
���
����� ��%.�0������������1������� 2��*��������������	
���

�����	���+ ! ��������1���������$� ��������$�� 
&3	�����4���3
�����	�)��2�����������	
���
����� 	�%�����������	
���

�����	��� �%� �����'��*�'4�������

�����	�%�'4����
&''�� ��%���'��	�� ������#���

�����������

�����+
 	�%����

��������21$2�������
 ������'4��
�� '�  �4�2	$5����
���+#$+ !�� ������������-*��������6'�����6)�-�+#$��!��1�#�'�����7��$�� �!�+���� 
(Eigenvalues) �
���!�	�)�����21$2������#���2'�)�'4�������

���������	 ��� �!����'�
�����+
#$��������

����� ()���!�+�����
���!�����4���*+#$'��� ����(
'������������ �
�
����!�  	�%�� ����(
'����������	�� ����
'�����! ����
�������! �����!�����21$2������'�� ()����.��������2�����4���*�!�+����'4��
���$��21$������������1�*�� ��!��+��8�� 
&''������. �,
���� �4���8'�7
����*��6����
	�%������	���	���,
���� ����� ����4���*�!�+����+#$�!�� �1!� ,
����  SPSS MINITAB MATLAB  
FORTRAN �
���$�  �����'��*�'4�������

���������	 ��� '���!�+���� �	�������#$����� #���1!� 1) ����#���,#� 
Bartlett(s Chi-square Test (Bartlett, 1950) �
������#����  ��0��,#�21$���������#������+�-�����
��%���#��������!��������!�+������.���!�!�+������� �)��!�+�����4��	�!���#�$�� �$�+����2��4�#���$�� "  ��!���!���� 	�%� ����#��8� �� " ')��� �������.����

�����	�����.�+#$ 2) �9��� Kaiser (1960) �
�������'��*�'4�������

�����'���!�+������� ��!� ����!� 1 ��!���%� 	�����

�����2# ��!�+�����$����!� 1 ��$���#��!����

�������.�+ !����4�+
����������
���.�	 #���6)�-� 3) ������� Parallel Analysis: PA (Horn, 1965) �
�����'4�����$� 7�'������'��'����
������ ����-*��#�������$� 7�'��� ��%��2	$+#$�!�+����2���!�����.�������'4������� '����.�	��!��/��������!�+���� ���	��!�+�����4��	�!��
��
�(�+��
��� 95 ��%���
�������������!�+����'���$� 7�'��� �����%� 	���!�+����'���$� 7�'��� ��!� ����!���.��!��/��������!�+���� ����!�+�����4��	�!��
��
�(�+��
��� 95 ��#��!����

�������.��	 ��� ���'�21$2��������������
����6)�-� 4) ����#���,#� Cattell(s Scree Test (Cattell, 1966) �
�������'��*�'4�������

���������	 ��� '���5�:�� Scree Plot ��!���%� �5�:��'��������;��$���	�!���!�+������.�	 # ,#������'��
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�!�+������� �������#�)��!�+��������$�������#����4�#�����������

����� �����#�%� ��������-*����������!� �$�6�� (Elbow)  ()��'��'�#��.��!�+����'��!�� " �#����!��1$� " ()�����

������	�!���.�'�2	$�!���� �
�
���������� �).��$�� �� ')��� �������.�+#$ ��� 5) ������� Velicer(s Minimum Average Partial: MAP 
(Velicer, 1976) �
�����
������
	�������������������	
���

������������������	
�4�#������ ����(
�	�� ����
����!�� #$�����������.�
���������� 	����

�����	������#������# ����!�	�'�#��#��%����#���

��������2	$5������� �
�
�����4� ,#� ������'��*��)��!��� 
�������<2���!������
�������

����� �����%� �$�� ��!��� 
�������<��!���$�� 2 �!���� ��!� ��2����

����������'��*�')�'������

�������.�2�����������	
  '�������������'����� Humphreys and Montanelli (1975) ()��+#$
��� ����� �7��$�������*=
2������'��*�'4�������

�����,#��
�����������	�!������ MAP ������� PA 5����6)�-����!� ���� MAP 2	$5����'4�������

�������� ������'4��
������ %�����#������! �����!������ �).� ����2	$5������!����� �!�� 
Zwick and Velicer (1986) +#$
��� ����� �7��$�������*=
2������'��*�'4�������

�����,#��
�����������*=
��.�	 # 5 ��*=
 �%� �9��� Kaiser ����#���,#� Scree Test ����#���,#� Bartlett Test ���� MAP ������� PA 5����6)�-��
������������!� ���� PA 2	$5������� �7��$��+#$#������#��#�
���$���� 92 ����� ��%����� MAP 2	$5������� �7��$���$���� 84 ����#���,#� Scree Test 2	$5������� �7��$���$���� 57 2��*��������#���,#� Bartlett test 2	$5������� �7��$��������$���� 30 �9��� Kaiser 2	$5������� �7��$��������$���� 22 ���������!�2	$'4�������

�������� ��������� '4��
�� Zwick and Velicer 
(1986) ��!���!��9��� Kaiser '�2	$5������� �7��$�� � %��'4�������

�����	����!�'4��������
����6)�-���7!2�������!�� 1 : 3 	�%� 1 : 5 	�%� 1: 6  

Silverstein (1987) +#$
��� ����� �7��$�������*=
2������'��*�'4�������

�����,#��
����������9��� Kaiser ������� PA ���!����� PA 2	$5������� �7��$��+#$#���!��9��� Kaiser �!�� Hubbard and Allen 
(1987) +#$21$�$� 7����'4������� 30 �(��$� 7���� �'4��������
� ���'4���������!��	������-*� ��%��	�'4�������

���������	 ��� ����$������� ������ �
�
������������+#$ 5����+#$ ���!��9��� Kaiser ����#���,#� Scree Test �������#���,#� Bartlett Test 2	$5����'4�������

����� ��������� '4��
�� �!������ PA 2	$5����'4�������

���������$������� ������ �
�
���+#$��!���	 ���  2��*���� 
Fabrigar et al. (1999) ��!���!�	���!�+�������+#$ ��!�2��$����� 1  �� " �1!� 1.01 	�%� 0.99 �!� ���#
&3	�2������#���2'�!�57$��'��+#$ �!������#���,#� Scree Test ���!�	���!���� 1����	�!�� 2 '�# ���7!	���1!��2��5�:��'��
��������2������#���2'�!����'�
�����+
#$�����

�����2# ��!	���
�����������	�!����������#���,#� Scree Test ����9��� Kaiser '����!����� Scree Test 2	$5������� �7��$�� ����!����+ ! ��$��4�	�#2���%���'4��������
����6)�-����#$�� 
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'�������'���$���$�'��	8�+#$�!����� PA �
���������2	$5����'4�������

���������$������� ������ �
�
���+#$��!���	 ���  57$�����')���2'���'��4����������'��*�'4�������

���������	 ��� '���!�+�������������� Parallel Analysis (PA) �������,#� Horn (1965) ��$� ����4���*#$��,
����  ViSta-
PARAN �����>��,#� Ledesma and Valero-Mora (2007) ���	
�� Parallel Analysis 
 �!�����'��4��������� PA 2�����4���*�!�+������%��	�'4�������

���������	 ���  ���������!������������	
,#�21$����
�'4���� 9 ��� '�����! �����!����.�	 # 100 �!� ,#��!������� ��7
����
�� �����!��
�� �*�!� (Rating Scale) '4���� 5 ��#�� 5�����������	
�
���!�+���� �$���������� �
�
��� ����$������� ������ �
�
���#���������� 1 ���5���������!�+���� 	�%� Scree Plot #��:����� 1   
 �������� 1  
�� ���	 �!�"��#��

��$����
	 $���!�"������#��

��$����
	 
 

Eigenvalues Real Data Percent Variance Cumulative Variance 
1 3.2005 35.5607 35.5607 
2 2.4202 26.8910 62.4517 
3 1.1552 12.8351 75.2868 
4 0.7756 8.6178 83.9046 
5 0.7433 8.2587 92.1633 
6 0.5264 5.8487 98.0120 
7 0.0850 0.9442 98.9562 
8 0.0674 0.7487 99.7049 
9 0.0266 0.2951 100.0000 
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 	�
��� 1  ����$�0�
�� ���	 ��1� Scree Plot 
 '��5�����������	
���!� 	��21$�9��� Kaiser ���

���������� ������������-*��������
���.� 9 ��� ���'�
�����+
#$�� 3 ���

����� ()���	8�+#$'���!�+�����4�#����� 1 �)��4�#����� 3  ��!� ����!� 1 � %���#���,#� Scree Test ���!��!���� 1������ �#�� * �4��	�!�����!�+�����4�#����� 4 ����4�#����� 7 ��#��!����'�
�����+
#$�� 4 	�%� 7 ���

����� '��	8�+#$�!� ��''����#��� 5�#���#���������
�)�'4�������

���������	 ��� ��%��+
���������-*�������

�������.� " ��%���'��5�����
�����.� 2 ����2	$5����+ !��#��$����� ��!��+��8��  '����!������'��	���" ��%��� ��'���'��*�,#�21$��.��9��� Kaiser �������#���,#� Scree Test ')���''����#�4��� �!���*=
2#�
����*=
����	 ��� ��%��21$2���#���2'�)�'4�������

����� '�������!���$���$� 	���������	
,#�21$���� PA ()���
������������ ����'4�����$� 7�'������'��'����
������ ����-*��#�������$� 7�'��� ,#��� ����4�(.4�������.��8+#$��$���!57$21$�4�	�# ����4��!�+����'���$� 7�'��� ��
�������������!��/��������!�+���� ����!�+�����4��	�!��
��
�(�+��
��� 95 	���!�+����'���$� 7�'��� ��!� ����!���.��!��/��������!�+���� ����!�+�����4��	�!��
��
�(�+��
��� 95 ��#��!����

�������.��	 ��� ���'�21$2��������������
����6)�-� ��%��2	$�	8���� ����!����	�!������������	
#$������ PA ����9��� Kaiser 	�%�����#���,#� Scree Test 57$�����+#$'4�����$� 7���� ����-*��#�������$� 7�'��� ��%���4���*�!��/��������!�+���� ����!�+�����4��	�!��
��
�(�+��
��� 95 ,#��4�	�#'4����(.4���!���� 200 ���.� 
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()��+#$21$ Syntax Command '��,
����  SPSS (Hayton et al, 2004) 2�����������	
 5����+#$��#��
�������������;��$���%��2	$�	8��)������#���2'��%���'4�������

�����#���������� 2 ���:����� 2 
 �������� 2  
�� ���	���#!��2����� 
���3���"#��
�� ���	 $��
�� ���	���$�	��������4	 ������ 95 

 

Eigenvalues Real Data Mean 95th percentile 
1 3.2005 2.3742 2.8402 
2 2.4202 1.8107 2.1247 
3 1.1552 1.4315 1.6378 
4 0.7756 1.1194 1.3070 
5 0.7433 0.8424 0.9917 
6 0.5264 0.6234 0.8163 
7 0.0850 0.4193 0.6187 
8 0.0674 0.2559 0.3753 
9 0.0266 0.1232 0.2185 
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�� ���	���$�	��������4	 ������ 95 
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'���������� 2 ���:����� 2 '��	8�+#$�!�#$������ PA �� ������
+#$�!��$� 7�1�#��.���
�����+
#$��  
2 ���

�������� �����4���3�������������#�� .05 ()��'��4�2	$�� �������������
����6)�-�+#$�7��$������	 ���  �)�� $�!��!�+��������$� 7�'���2��4�#����� 3  ��!� ����!� 1 �8��  ()���	8�+#$'���!�������2��������� 2 ����!�+����'���$� 7�'���2� 2 �4�#�������!���� 3.2005 ��� 2.4202 �� �4�#�� 2��*�����!��/��������!�+����2� 2 �4�#�������!���� 2.3742 ��� 1.8107 �� �4�#�� �!�+�����4��	�!��
��
�(�+��
��� 95 2� 2 �4�#�������!���� 2.8402 ��� 2.1247 �� �4�#�� 	�%���''���'��*�'�����; Scree Parallel ������;��$��!�+����'���$� 7�'�����7!�	�%���$�
����� �����$�
��()���
�����;��$�����!��/��������!�+���� ������;��$�����!�+�����4��	�!��
��
�(�+��
��� 95 �� �4�#�� '����� ����!�����'4�������

��������+#$'������������	
#$������ PA ()��2	$5����'4�������

���������	 ��� ��!����21$�9��� Kaiser 	�%�����#���,#� Scree Test ��!���� PA �8����
������������21$��!��'4���#� %���
��������������������%�� ��%���'������ PA '4��
���$��21$���'4�����$� 7��� '4�������.�����4�	�# ����4��!�+��������$� 7�'��� ��
�������������!��/��������!�+���� 	�%��!�+�����4��	�!��
��
�(�+��
��� 95 ��%�����
�)�'4�������

���������	 ���  ()��,
���� �4���8'�7
�����������21$�����7!���+ ! ��4�����2	$��%������ PA ,#���� ��''��$��������4�����2	 !')�'��� ����������	
#$�����������.+#$ ��!��+��8��   ���� ����� '�������'��	����!������4�����������4���8'�7
��%����'��*��!��/��������!�+����  	�%��!�+�����4��	�!��
��
�(�+��
�!�� " ,#��4� ��
�������������!�+��������$� 7�'��� �1!� Lautenschlager (1989) +#$��$��������!�+������	�!��'4��������
� ���'4���������!�� 
�����#$��'4��������
���.���! 5 10 15 20 25 30 
35 40 45 ��� 50 '4���������!����.���! 50 75 100 150 200 300 400 500 750 1000 1500 ��� 2000 ���������!�+�������
�����#$��'4��������
���.���! 60 70 ��� 80 '4���������!����.���! 100 150 200 300 400 500 750 
1000 1500 ��� 2000 ,#�+#$�4���*�/����!��/��������!�+������%��21$2�����
�������������!�+��������$� 7�'��� �!�� Buja and Eybogla (1992) ��$��������!�+�������
�����#$��'4��������
���.���! 5 7 10 15 20 ���'4���������!����.���! 20 30 ��� 40 ������!�+�������
�����#$��'4��������
���.���! 5 7 10 15 20 ��� 
30 '4���������!�� 50 �� ��.�������!�+�������
�����#$��'4��������
���.���! 5 7 10 15 20 30 40 ��� 50 '4���������!����.���! 75 100 ��� 200 ,#�+#$�4���*�!� ���0������!�+���� �!�+�����4��	�!��
��
�(�+��
��� 90 95 ��� 99 2��*���� Cota et al. (1993) ��$��������!�+�������
�����#$��'4��������
���.���! 50 75 
100 125 150 175 200 300 400 ��� 500 ���'4���������!����.���! 5 10 15 20 25 35 ��� 50 ,#�+#$�4���*�/����!�+�����4��	�!��
��
�(�+��
��� 95 �
���$�  ��%���'��������!��/�������+���� �!� ���0������!�+���� ���#'��!�+�����4��	�!��
��
�(�+��
�!�� " �������,#������'���$���$� + !������� ���'4��������
� 	�%�'4���������!�����57$21$�$����� ')��
����������+ !���!	���2�����4����� PA  �21$ �� �)����������4�����'��,
���� �!�� " �8 ���.���������!�������
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(��($�� ')�+#$ �����4�����,
����  ViSta-PARAN ()���
��,
���� ����� ����4���*�!�+����'������ PA ��%����'��*�'4�������

���������7��$�� ����	 ��� �!�+
  
���
�� ViSta-PARAN ����������	
�� Parallel Analysis 
 2�
? �.6.1996 Young +#$��>��,
����  ViSta (The Visual Statistics Systems) ()���
��,
���� �4���8'�7
�������� ���2�
? �.6. 2006 +#$��>������ ��� �
��,
����  ViSta-PARAN (The Visual Statistics 
Systems-Parallel Analysis) ,
���� �!����.��>���!���%���'��,
����  ViSta ,#� Ledesma and Valero-Mora (2007) �� ����������	
#$������ PA ����� ���#���
,	�#+#$;��'�� http://forrest.psych.unc.edu/research/index.html � %����#��.�,
���� ������$����$� '�
���A	�$��!��,
���� #��:����� 3 � %��57$21$
B���$� 7�2� Datasheet ��$��� ����������	
�$� 7�#$������ PA ,#���%���4����� Analyze      �����%�� Parallel Analysis '����.�'�2	$57$21$��%������������������	
 (��	�!�� Principal Component 
Analysis ��� Principal Axis Factor Analysis) �����������������	
 (��	�!�� Simulate Normal Data ��� Permute 
Data Matrix)  ���#'���%���!�'�#��#  (�!� Default ��!���� .95) ���'4�������.�����$����� (�!� Default ��!���� 
200) #��:����� 4 ���:����� 5 '����.����� OK '�+#$5�����
�
���!�+��������$� 7�'��� �!��/��������!�+���� ����!�+�����4��	�!��
��
�(�+��
��� 95 ��$� ���;��$����������!� Scree Parallel ��#��!�+������.� 3 �!���%��2	$�	8�'�#��#������� PA +#$�������	
#��:����� 6 ��� 7 ������ 8 
 

 
 	�
��� 3  �	!�����#��5��$��� ViSta-PARAN  
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 	�
��� 4  �	!�����#��5��$��� ViSta-PARAN ��1��62!78!
��
�����0!
"
�9� PA 
 

 
 	�
��� 5  �	!�����#����1��	 #7	���
��
����� PA ���5��$��� ViSta-PARAN  
  PARALLEL ANALYSIS REPORT 
by Ruben Ledesma & Pedro Valero Mora 
MODEL: PA-example1 
VARIABLES: (ITEM1 ITEM2 ITEM3 ITEM4 ITEM5 ITEM6 ITEM7 ITEM8 ITEM9) 
Model: (Principal Component of correlation matrix) 
Method: (Normal Data Simulation) 
Number of simulated samples: 200 
Eigenvalues at percentile: 95.0 
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                                     Observed      Mean      Perc95.0  
  Eigenvalue1      3.20046     2.37417     2.84023 
  Eigenvalue2      2.42019     1.81072     2.12465 

Eigenvalue3      1.15516     1.43153     1.63776 
  Eigenvalue4      0.77560     1.11936     1.30697 
  Eigenvalue5      0.74328     0.84243     0.99174 
  Eigenvalue6      0.52638     0.62337     0.81627  
  Eigenvalue7      0.08498     0.41932     0.61872 
  Eigenvalue8      0.06738     0.25590     0.37534 
  Eigenvalue9      0.02656     0.12320     0.21848 
 	�
��� 6  6��;�9�#��
�� ���	 
���3���"#�� ���	 $��
�� ���	���$�	��������4	 ������ 95 ���5��$��� ViSta-PARAN  
 

 
      
 
 
 
 
 
 
 
 
 
 
 
 
 

 	�
��� 7  Parallel Plot ������
��
�����0!
"
�9� PA #��5��$��� ViSta-PARAN 

2.3742 
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'��:����� 6 ��#�5�����
����!�+���� �!��/�������+���� ����!�+�����4��	�!��
��
�(�+��
��� 95 '��,
����  ViSta-PARAN ()��2	$5��1!��#�������������� 2 �!��:����� 7 ��#� Parallel Plot '������������	
#$������ PA ���,
����  ViSta-PARAN �82	$5��1!��#������:����� 2 ���57$������������	
'��,
����  SPSS ����� ������
+#$�!��$� 7�1�#��.���
�����#$�� 2 ���

�������� �����4���3�������������#�� .05 ()��'��4�2	$�� �������������
����6)�-�+#$�7��$������	 ���  �)�� $�!��!�+��������$� 7�'���2��4�#����� 3  ��!� ����!� 1 �8��  �	8�+#$'��'�#��#������;��$�����!�+����'���$� 7�'��� ����!��/��������!�+���� ��� �!�+�����4��	�!��
��
�(�+��
��� 95 �!��:����� 8 ��#� Connected Box Plot '������������	
#$������ PA ���,
����  ViSta-PARAN ,#���#��!�+����'�����'4����(.4� 200 ���.�2���!���4�#��������

����� ()���	8�+#$'���!��/��������!�+����'��
��'�#�)��������� Boxplot ���'��:����� 8 �� ����%����+#$�!����'���#���2'�)�'4�������

������!��
��������

������1!��#������:����� 7 
 

 
 	�
��� 8  Connected Box Plot ������
��
�����0!
"
�9� PA #��5��$��� ViSta-PARAN 
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����������������� �����'��*�'4�������

���������	 ��� '���!�+����������� PA #$��,
����  ViSta-PARAN 2�����������	
���

�����	��� 	�%�����������	
���
����� �4�2	$�� �����'��*����  �����4���3���'4�������

������!����'�
�����+
#$��������

�����+#$��!���7��$�����1�#�'� ()��2	$5�����	 ��� ��!������%�� "  �4�	��������'��*��)��4��	�!��
��
�(�+��
����!�+������%���
�������������!�+����'���$� 7�'�����.� 57$21$�� ����4�	�#+#$'��,
���� #����!�� ,#� Glorfeld (1995) �����!��������!21$�!�+�����4��	�!��
��
�(�+��
��� 95 �8��������!������'��*��!�'4�������

��������+#$ �����4���3�������������#�� .05 	�%�+ ! ��!��+��8��  ����������)����-*�������

�����'�����! ����
� �8����
�������4���32������'����� �����������	
�������������
�	��� " ����
����57$��'���$������$�	����-*���� �� ����
�������
��	�!���.� 	�%���%���$������#'4�����$� 7�2	$�$���� ,#��73�����������6��� ���7!2��$� 7��$�������# '�����57$�����+#$�������� PA ��$� ��.�����4���*�!�+����'��,
����  ViSta-PARAN +
��$���.� ')��!�'��
�������%��	�)��2������'��*�'4�������

����� ����4�+
�7!5����
��������'������7��$������	 ��� �!�+
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