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Feature Selection for High-dimensional data in Classi  cation
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Abstract
 This article reviews approaches of feature selection for high-dimensional data in classi  cation task. 

Feature selection has become an interesting issue and needed in many areas of application. The progress 

of technology causes an ability of producing and collecting large datasets, especially high-dimension data. 

But only some of features in  uence predicting class. Therefore, it is important to select such features. This 

article summarizes approaches of feature selection including comparison among of them.
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