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Feature Selection for High-dimensional data in Classification

Noppamas Akarachantachote

Huachiew Chalermprakiet University, Thailand

Abstract
This article reviews approaches of feature selection for high-dimensional data in classification task.
Feature selection has become an interesting issue and needed in many areas of application. The progress
of technology causes an ability of producing and collecting large datasets, especially high-dimension data.
But only some of features influence predicting class. Therefore, it is important to select such features. This

article summarizes approaches of feature selection including comparison among of them.

Keywords: classification, feature selection, high-dimensional data
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o
AITUUN
° ) . <, a & v A ° < a 1 o
M3uunUszny (Classification) Wunsimgideyaiensiunensiluaundnngulagendy
Toyafiog 19T mIIUNGY WarAudnvay (Feature) uogNTUsleninonsyiniung ueessSendnduns
FuunUssnniuuiinisaeu (Supervised classification) mMsmuaAnnuueNiUsylewilisgnamngay
dusunstuunUssianagyihlimaiueiaanuwiugr  Jeyanifnudnuausduduuuniesend
Toyaidwiudiiuin (High-dimensional data) ynihAmaNwivualUIATIEAINISILUNUTZANDTT
| a o I a o 1y & ° v oA g g o v
dawaidesionsviuenisiluan®n ngu Jeyaludnvaueil wu lunsdwungUiendunzSaiulidu ey
adedayalulasensisd  (Microarray data) Fadudeyaniliannsfinusuuuunisuanieenveduves
FalTiananedu nieue Au lnedunifnuiddwudundniuvseniiy uwiduunivsslesienaiiiie
5% YoPuNmUANANYT (Krzanowski & Hand, 2009) deyadmiunisdnuundseianionans (Text
classification) Atuludeyanfiduuiituin lneaadnvazieradululdlunisldduunienaisified
= = a0 ' ° Y & a0

visoadlwenans Badidwiuin luudazionans (Forman, 2003) wagynniinauanwaeiavaafildiuausn
Tllunsduunyseianienaisionvdanaluudausearuuiuglunisvimngld  wenanidayams
asmansnlaainndesinsnssaunldmalulagtugainlalateyasinainvesingdslasunisin
Amsilwesluinnundnduniesey (Zheng & Zhang, 2008) msideyawandififiludiuuine1s
nalAndgymmnirlulddunsuuuulaeusaannisdnnisdeyalauedeainuivsetayaiiadu
Wesnndeyasiafianisnszaeawililuvegaenaliiiteyaegias  winduiudegdlunisiaseid
WegauliisanesdenuanuueniduuuIne1vitilaaUssaanlid sauvihliaansdudies

VINGINT WU a1 WseMieAuT e wandienindulymuediideya

o &

nszvaunslunmsnsespadnuvasiiisivunnmaidadunssuiunsidnduneunasliisnsg

v '
o v o

TesiiedunUssan Wetisaniiivesdeya Mindeyailiineites uavdayatideu ilviiuainy
a2 y

wiugtunsseus uanudilanesuuuild wazganunsoannalunsSeuideys SnNtanAuAeINIg
YBIMILANUTY NTEUINNFUFENT MIARGeNAMANYME (Feature selection)

v v
n1InALRaNAMANYMY (Feature selection)
nsfmdenaadnuarlisumsiomangdeunatsau  Dash and Liu (1997) Ifaguanumaned
AseURguINgTeuvaneviulii mefnidenandnvusidunsdenendesvesnudnvasiitiiuindniian
(Fitan) Tnvaenndosiudouluseluil

[

1. anuudugrvesmsiiunUssiavag ianasegeditodAy
o

A a

2. MINT¥BYeIngy (Class distribution) Wisldlanmzaudnuugiignidenidnuaelndifeaiv
N13N5¥LVBINGUSUAUTBLANAN WUEATU
Kohavi and John (1996) latienuanumineuasrnd wagsevednnanuyniziinian (Optimal feature

subset) 71umngosveInuan vardlinuwiug1veIN T ILUNUTTIANETIgA lUUTIN@Rg oE VISR
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LienumngvesmsAnidenaudnuazandileuwiazauazidusgalsinu uningusvasdues
msfmdenaudnuzasduluiile

1. USudsadsednsamlunmsvinng

2. fawnnudnunzdmumaiunefiaunsauszinanaldosnsinds wasiusyavsam

3. Wineadlasesuuuiile
1. nszurumsAnidenauanuazlaenaly

nszvumsdadenandnualneiluvsznoude 4 suseu (nnil 1) i nsadaandes
(Subset generation) N15UsLIUNE (Evaluation) Lﬂmﬁﬁmimﬂ (Stopping criterion) kazNIIATIFFOU
(Validation) Tnetuneuisnsdnidenaudnunedufensausndosnnandnuusduduiiomn aniu
Ussdlunaiwngestu useutaunsstadulumaunasinavegeiicmun wdniendesilénasaaey
Tnsondiunerisssuundsvamn (Classifier algorithm)

Original Subset
—_— Generation » Evaluation
Feature set
A
No Stopping
Criteria
Validation <

2NN 1 ﬂizmumiﬁmLﬁaﬂqmé’wmdmaﬁﬂﬂ (Novakovi¢, Strbac, & Bulatovi¢, 2011)

nsasawngey

msaaengesidunszuiunsaisdesvesnadnuasiiduduislnsendeileddu nsusziiiun
lunsidenangeslag Sawngestomaitiululdiiduam 2' e N Wuswunudnuusvestoyasudu
vn N fidnann nislfinadianisdumiengosiiann (Exhaustive search) azliausaidululy esanld

a a

vannaulderavilalunisufiRase detumatin MsfumuuuEIain (Heuristic search) s gntinan

THilefummnges dafausiiiaglildsulssiunaildinlunadnsinfign wituilinadwsiiuazannse
vilsadlumsUfoR msGusunisaiaendesannsavildlag

1. msdndenuuuluiremii (Forward selection) unsaraengeslngiFuanning uduiia
Audnuaziidumlsuasnuiwamsusediurgeigaiingendes

2 matdanuudoundu (Backward elimination) ifunsasasngeslneEuanamdnuns e

wimdnnadnuae AU lduasnuimansUssliuantesiian
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3. M3AUMLUUEN (Random search) ilumsasasndeslnsandnuaignifuvierdnazduly
AEN1Td
nsUsziiiung
wngesudaziwniilinnnszuiunsaieagesdosldiunmsussiiunalagfleridunisyse i
(Evaluation function) waziU3suiiisufuindesiinfiaadeuniiilasfledfunisussifiuadangn
Suhandeslnifniusndesiinfiannounthiasunuiidhoendesln)
lerdunmsussiuandueiesioinrnuannsovesnudnvus videindosvosnudnuaglunis
Fuunnguiiuanseiu fnsutaszianvesiteddunisussidiualuvansdnvas T Dash and Liu (1997)
Idudsoonidu 5 Yszian il
1. 11m53nszeyng (Distance measures)
wavinsverninduinasiinsduunusznm (Discrimination measure) A5 INALUANGNS
(Divergence measure) 131195 InNsuENONINAULA (Separability measure) Tutlgymnisdunuseiam
yiafuvaduasngy audnvaz X Suuldildfuidenuinniiaudnvuy ¥ 61 X awnsaagy
ANULANANSTERINERINgulFNNTY Y
2. 1w5Inasawmne (Information measures)
wnsiardindazimunnisldsuasauma (Information gain) 99nAMdnwMEnTlHTY
ATEUNAIINAMANBANE X uneiaanuwanesenineatliuiveuneuldsuasauwmaain X (Prior
uncertainty) kagAAIaniswesnulinuusunalasuansaumALIn X (Expected posterior uncertainty)
andnwaz X Mlemagnidonunnnit v fransaumediléisuann x dunnndndilésuan v
3. wwsIaanuldidudass (Dependence measures)
wnsianuliddudasy vieunsinAuduius (Correlation measure) THinauanunse
Tunsviuneevessudsnisaindndudsnis danuduiusvosgudnuar X fungu C gand
ANNdNTusUoIAMaNEE Y Aungu C wm gldiinadnuay X Jlenalasuidenuinniinuanuue ¥
usnann st funnsiaitedndenaudnuasifienuduiusiusudsnguudi snesinaruliifudasy
Hannsmiuniassduarudouronadnuugldse
4. WRTIAALALEUAIIN (Consistency measures)
wariandindazinsmendesiidnilanfisnmeniuliasdunsm (nconsistency rate) fle
sousuls mnilinadunnmnefanisiiaesiieendlas evesnudnuasiiviloutuusiogianguiu
5. 1NTINERTIANNRANAIAYEITUAUSEIAN (Classifier error rate measures)
1psTardniendunsiituneuitssuunusznn (Classifier algorithm) Wiaetuneuisnis
Seu3 (Learning algorithm) s uunUszivlunsinemuiianain wieanuwlugniielfigndoslunis
Fruun Wuadouilsiulumsssiudvoasngostiu
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Famsiansandmnsunisidenitendunisusediualaun Anuanansatunisidiudmamundseinn
Ineily (Generality) AnudugourasIafily (Time complexity) WagmIuLiug (Accuracy) Loy
Dash and Liu (1997) laaguiUSeuiisuanuaunsavesilandunisuseiualuudazannsinasll

= co o .
N5 1 msidSeuiisuilandunisuseiduen

Heangunisuszidiuen Generality Time complexity — Accuracy*
UINTINTLHENS v i -
1RTINANTAUNA v i -
1asinanulilidudasy v i -
1IN INAIUAUEUAII v Jrunas -
NATINTRTIANNRANAINVBIRIT I UNUTELAN x 3 gan

g, * Wanusoasuanuuwiugrvesitaidunsssdumle endiunnsindnnanuiananvesiidun

Y

Useim Lﬁaamﬂéﬁuaﬁwmﬁﬁaga wazmuunUszaniilindsnnsdndennudnuas
NaeINITUEA
mstmumnasidlumsvgadumeadesiuefunszuiunsaiusnges doravgale
1. Asuimuamusuuadn vz idesns
2. ASURMUATILIUTOUTRINIYINGNTiREINTS
uenanil nasinisveedtuagiuilrdunsUssdiua Ssoratmunlivgadle
1. madufurdemsanasresandnungla livhlildsndesiing
2. wngesildianumnzaaenndeanuinasivesilsitunsusziiiua
N13A3I950Y
Fupounisamaaouaien udlilfifuduninomssndenandnuny wlunmafofesdesd
mInsaeunafildanIsnsindenaudnuuziug fudutunouresnismaeunnugndeanuganyes
wadosillaenaaounansaduasSouisunatuisdaidonausnunsiug viesudisusudelald
TmsAnRenauanue lngedeyntayaiiey (Artificial datasets) vseynveadse (Real-world datasets)

2. WUINNVBINTARLTINANMAN WAL

Tuu3unveanisduundszan msdadenqudnvaranisauuseentidu 3 35 laun 35Hwh
(Embedded methods) 5Wawnes (Filter methods) war3dusuiues (Wrapper methods)

FBiledr 1 IuIBAnsAmdenquinvan udiuniseglunsruiunsiuunyssaniie 1wy
nszvaunsadedulindadula (Decision trees) azvinisidenundesifinudnuusvanyayluudas
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1

Juppuls 1He1nnTBuuuieintarivuneuisnianizinnzadiuidaztunsunsiSeudiiedundsean

Qe

a

L gj = o a aa s aa s ] g.JI
satiudavetauesisazidenangisiames uasisusues winlu
2.1 FEawmes

ada ¢ & ad o A Y  « ] i a o w 1Y) =

TBlawesiluisnsAndonananvae s iuaigfan15iny Tngasindnauanyuei
Lo (relevant feature) slonsduunUssinnmenaautihuilewivesioya Svinluavuuu uas
Sesddunudnuazauasuuuils Tnsdnlnginudnvaslaiiazuuuiazgnindn auaudRtnde
Heidunisussdiuainanluseudutiuies dmsuisilawesuuaunsaldfandunisuseliunmenns
Taszpzna wesinansauna wesinenulidudase visuesinanuasduaa msdndenaudnue
IneFETlawesiinssuiunmsiiludaszandunewiinisseudiieduuntsznm Jauanadianmi 2

A

Full set Feature Subset . Measurement
_ . »| Measuring
Y Generation >
Training 1 Phase 1
data =~~~ T~ TTTTTT T T T—~7 - =
Accuracy Testi Classifier Learning Best subset Phase 2
< esting < - <
orithm
nalu! 9 <+ 4
1 1
1 1
L _ - Testing L _ - Training
data data

AN 2 nsfndenAudnvuglaeIsiawes (Liu & Motoda, 1998)

msdnidennudnuuzlniflameuszneuseaedtis $asil 1 1WumsinAinuanangaves
AnudnuzlagedoilsdiunisUsadua Tnglufimsduuntssnnluged dwded 2 Gunseudide
afsasuunussanuudeysfindu (Training data) fhenadnvasiignidoninantad 1 mmifuneaey
fduunUssnitldlaefiansananmiuusiuduudoyanaaou (Test data)

lefdunsuszidiusgminnliiamisaunsavesnudnvaziengssvosnudnus ety
lddmsuTsawmesiised

WINTINTLYIN

flardunsusziiuaiieglunmsinszoenaty arinszeznegadifey (Euclidean distance
measure) WaATInsyEzINmalluda (Mahalanobis distance measure) Wusiu
Ainszaryaseninadeyadiodnedl p uaz g dmsu n audnaz @) Tnefl Pk 0ugmuanye

v
v a

1 k ve3f08197l p way q muaau drinmeainssezngadifeuduna
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dip.q) = ’Z[pk G e e e (1)

i=1

fingeATnsrazmaaludadusad
d@.q) = V(@ = @)'T (1) (0 = G)) v e e e e e cer v cee cen e cen e e e s e cen s e een e ( 2)

fupouiimsdnidenandnuasihinnsiassesmadmiunmaduilrdunsusaduan Al
TnauRetuneuIsTa (Relief algorithm) (Dash & Liu, 1997) Favnauslng Kira and Rendell (1992)
a8 Lﬁu%’jumaui%‘lumimmLﬁaﬂizLﬁuma@mé'ﬂwmziﬂaL?f:ﬂﬁ]']ﬂmilﬁaﬂéf’gasmashqejummi’mwﬁ;:ﬂ%’
fstun dwsuusiasihegisghmamietsiiegindiogaiufiaauarognduifeaiu (Nearest hit) uay
miiegfleglndfigauregauazngy (Nearest miss) Tnedndanulndsoainszoznagadiieon
(Euclidean distance measure) Anudnuaslafianunsaviliiiunuansnsszrinsiegdlag fusiegna
ogflndianusegauasngulduinnt uansiheudnvusiuandunadnuusitanioatos (Relevant
feature) Tumsdmunuszuanléinnnd  drunudnvurlaiviiliidiunuunndsszrinsesdag fu
fhegsfteglndfianuazegnduitsruldinnniuansihnadnurdusnduaudnuasiiinnufedes
foundn wdmnfiinarasunndogienuiisinunudatunsunanduddvinvosusaraadnuas
Qmﬁﬂwm:ﬁﬁmi’fwﬁﬂLﬁuﬁﬁmum:gmﬁaﬂ wmavitsdmuimuninasivildleedonaudnuus s

Anthviniduuan (Dash & Liu, 1997)

& Aadaa  AY o v o o o | 1% a | . Y o w

Junowissaniidedndnd msuiuiunguasldlianiznsdlaoangu (Binary Classes) 409110
Asnandanunsaunlulalaglitunewissaien (ReliefF algorithm) @siniuilag Kononenko (1994) Tunau
acaa Yo A 1Y) A o % aa ] AN
TE3avenuenanansalifnfenaudnuusiiouunUssinndeyaniuinnitaenagulaud e
widgyylusesanuldauysalvestayaladneie

UATINEITAUNA

wnsinarsaumagulaauaiansalunisulseenngulaefiansunainnishasuaisauna
(Information gain) FsodaAnaulnsy (Entropy) Tun1sin toulnstiluarinansaumendmngud
(Information-theoretic measure) vesruliuineuuwyadayaiindusuiiosnnnsinguindululan

] = ] A @ 1 dgve 1Y) , = s ~ ¢

wnnIuilangy (Bramer, 2007) wiaidumildinszaunisguniaainuldilussifovveannnisal
Faruwndlay

Auuali Y lududsunungudsil k ngu waz X Wudulsununudnuas Jwnadnuas X

wUsoam Iy ( Useny wulnstves Y Weuwnusie HY) wlean
k

H) = -Zp(y L g ) I -(3)

e
[ =3

wulnsUognsliRoulvves Y lnamviua X @ouuwnunie HYX) wlaain
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1
HEIX) == D PO = 2 JHIIE = ) e e e e e (4]

=1
msanasonoulnsl vieenindumsaumediliiunnusiasaudnvas Weuuwmuie GV:X)
Famlean
ansaumaAilasunnaudnvarlafisigindt uanrhnudnuastuausowaenanuunneig
senIangulasnd
ansaunaAnldTusiniamndiandnuarlen weondunaeussan eitoralildnadnume
Aedeafunissiuuntszian eudlutlymdsngdnn Ross Quinlan (1993, 8198lu Bramer, 2007)
fimsusuAminanmeasaumaAvesnshUsen (Split information) loAdusnsndrunu (Gain ratio)

7
9
Faanlar g iumawunUssnn C4.5 snsrarunuatwInlagadl

IG(Y: X)
splitinfo(X)
Tnefl GRIY:X) WILERTIEIUNUYBIAMENYAE X AEN1SIUAUTHANAILUS Y

Splitinfo (X) WNUANTAUNATEINITHUENTBIAMEN YL X FaAwralaann
i

splitinfolk) = - ) PO = 2108, POE = ) e oo e e e o (7)

=1
wnsiaaaliiludese
fadiAla-aua$ (Chi-square statistic) 1uaRRfldmaaoumuduiusv sy Bnanm
aosiuls Geannsothuldlunmsdadenaudnuagld Tnsnuarudiiusseninnudnuuglag i
MulsnguannsainmeAaiala-uanls Fermuanuieil

ko1 2
: (Mi; —my;]
7= STU L e e e e e e e e e e e s (8)
mu
i=1j=1
ME-.MJ

J . 4 o A a v = i = ——/—— o a o

e M [Juanudeeniade X was Y idudaseiu e N 81 Xuay Y iudaseiu

ag ANy Iaialad Mij =M §efudviaesianuunnasiuannasuannmudunsiunges
Viaeaduls vndmuali X Wusudsunugudnvae Y Wududsngy aadnvazlaifian la-auens
WINNTAUAAITIANNNE IV IVBIAAN Y TUTTIRaMILUINEY ¥
W a £ U o & A o . . < 1 ay vo %) o o €
ANduUsEaNSandunusIiasau (Pearson correlation coefficient) lWuUA AT IATEAUANUEUNUS
Baduszninaesiauls denegitud -1 9 +1 Fauansdernuduiusiuegsauysalmauiasniauin

ANUEIRU LAZANYINAU 0 haAIDINISIUFUNUSAY LaAINISANUINAIT
cov(X.,Y)
R() = *

_— .19
Jvar(Z Jvar(¥) 2
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Taod RG) wudissavsavduiudifiesduvosnudnuned i
cov(X , Y) memmLLUsﬂiauiamaﬂ@mé’wmzﬁ i wazmuwlsngu Y
var(X), var(Y) uuANAILUSUTIUYRINMEN YL | uaziIuUINgY Y Auddy
(L (1999) |$anndumeriBnisdndenandnunruuiugureseudsius (Correlation-based
feature selection: CFS) Tunsusziliudnangesvatnuanvue Inuluuianufnilwntouvesnanyuy
Afazdosseneufonudnvazifirnuduiusesngatusuusngy warlifimnudiusiues 1 Hall
I munailiinauamsavessngesuunn k lnsedemdussansavdiiudifie Sulunsdiumuan

el
Kty
For ny = - .10
W Tk klk - e (10)
ool

g
a a [

Tky  unuAfevesduUseavianduiusieninudasAuan v fuiuUsnay

s
<

T wiueiedsvesduussavsavduiusnelussninusasnndnve

UINTINAUALEUAII

1asTauanduntiamfesnsaulinuduns (nconsistency rate) de¥anaull
ARFUATINdMSUWRLRE YRR NwIElAY wwamamssuandudei (Dash & Liu, 2003)

fheendlag edatopassnegaliisuiuy (Pattern) visormosnnidnuuslumndesiuiviouty
uogranguiu axgnienindegneiug fsuuuuilinaudunm S1uuealinadunm (nconsistency
count) vasgUkuudmIuRgeslag milaan ﬁi’ﬂmuﬁaasmﬁ'Lﬂu"l,ﬂmmﬂLmuﬁ’uauéf’;aﬂﬂmuﬁumﬁam
Youngueng WU Avualisnges S vesnadnue Uszneuie p JUMUU Fausiazguiuud n_ et
ImammumamﬂuiﬂLmuuuasmam 12 wag 3 90U ¢, ¢, uag ¢ MGy (@ cHcHC=n ) AR
TugUuuudt p c, fidnnugaiign %VlmwmmummimmLaummmmmmww p ashify n-c
am'lmmimmLaumawmtﬁmaaa S mlean

IR(S) = B G TR & & )
N
Tnei
IC; meaiﬂmummlu'mnﬁumm‘umgmmuﬁ i
N s wIuEeE e

mamﬂmﬂaﬂ,mmLaummmm‘uLﬁzjmsawammaﬂwmﬂm6] fiAntosnimiewihfuinusifiivue
wdsmiengosiulirunaduas (Consistency)

Liu and Setiono lalduneuisueaiien (LVF algorithm) @slduinsinanumsdunsitlunig
Usziiuan lnelsuannnisaiaendes S vesgudnuazat1ady o S Uszneulumenanuaeniidiuam
o i I A @ % ° = =~ @ I o 9 1 Aaa
wesnwngesningaludiguudnginsUseuiisudnsanulinuduniives S duwngasiinign

v

luggtiy 01 S dauandunniegitosiniuresengaeNanan evinsunuilengesiafignae

q

wngoy S (Liu & Setiono 91909bu Hall, 1999)
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I1MNTUINNENVRIREN BT TEEIU FEN1sAnFenaudnyurlneIsHawmeTaunTawUs
Usstamlaidu 2 Useiam

ada

1. FBHawesuuunudnuaziied (Univariate fitter method) (JuignisAndennadnuaslag

@ '

Ussillunaiiazaudnwazuenaindy antusesdiuaudnsuzgauailaganiandy  n1suseidiuen

wagayvasnuanwaegniiendzlaannIsidenauanvaenlA1E9EaduIL N AuanYMe vislden

AuAnwuzidargininnme ¢ Taedl N wagz ¢ Wunuaigldidudiivuaisiiluisnildde

wazUszananaldsings uilideideluFesnisasiasmnuduiusseninnudnuazdsenalugnisan
Uszaniamlunisduunuseiny

2. Fawesuvunasgudnvuz (Multivariate filter method) w3Smsdndenaudnuae
Tnouseifiunaiendosvesnadnuae itodonendesfumnzaniian Fidiouidgmitiuiedones
Filawosuvugudnuazie lnglumsdndenlifinnsanauduiusseninnudnvurlussdundeeg

2.2 FWuswes

John, Kohavi, and Pfleger (1994) LfJuQLLiﬂﬁaﬁumumﬂ%’mUL‘Uaiﬂumsﬁmﬁaﬂ@mé’ﬂwmz
galdldndenmesnnuniendosmesnudnune (Feature relevance) wagnanin usuesifuisfiannsa
Aununnidnuariiiianaieades (Relevant featuresilsl  Aaidnwasy X sgBenifinnuiAadesiy
fiwlsnay visemusidmang (Target) agaiyl (Strongly relevant) Araidlonswanuasanuiianiy
otnfideuluvasnguiiormunandnunsivmatudeuly & X gnindn uay Aasdnuwa X 9zisenind
AuAendeafusuysnguesaseu (Weakly relevant) fnsuanuasnraninasduegadifouluvesnags
dlodmuniendesvenmdnuuy S (Fe5au X) fudsuly & X gnidn Aadnwazlailailfd
auAtesesnadiviesgseu asFuniniunndnuasilifiauAsades (relevant feature)

mdndenaudnuuslngiBusiosordetunouitmatouilunisussdiudeagos Ssasvili
fengesifiruusiuglumssuuntssamnnniinisimanmasindulumsUssidiud dunsunis
vhaulszneufeanstas (il 3) B 1 unsimdenundesvesaudnuasdaudonendesiinign
lngpannauwiugvesTunUssan (Vudeyatndy) wieliuinsindnsiarulanainveiidiiun
Usstamuilerdunsusidiuen dawtaed 2 WunsBeuiuaznismaaey Tnsthwadesiianaadilsann
msdadengadnvurluiiausnuniFeuiiieairesinuuvuteyaiindy uazvinismaaeudauuuilld
vutayanagey
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A 4

Full set Feature Subset Learning Accuracy
. : .
T Generation ,—»  Algorithm
Training 1 Phase 1
o =] = H
Accuracy . Classifier Learning Best subset Phase 2
¢ Testing < <
Algorithm
<1 9 “
1 1
1 1
L. Testing L. Training
data data

209 3 msAndenauanvuglagTsusUWes (Liu & Motoda, 1998, pp.34)

deusdaziwndangnadis duvuazgnadisandoyarenentestu wazduimmadng
Auiiomana Inelemgesiifimnuisiudigsan Sasanuiawaindian) azgniiuly Wenszuaunsdadon
Auan wagesiiuutudigaanargniden 9 2 Hunssuiumateus waznisvadeu muduneuun
YossIuunUsEIAN FeazdesmAauusiudlunsineuudeyanaaou

=

AU uLVEtayainiuefaliagiounuwtiuduudoyanagay Inllaviaz
widgmilanusavilalagldnisesiaaeuled (Cross validation) Genisviniuilazvinlinszuaunisiniden
AnanvaeldnaInIu SITINsEUIUMTANYeIsusUWesEdldnatunn agudd Weswniin1siseu;
wagasuivwuasmaiaeagesdasilildnatnn Ay dnidednlddunewisnisiteuiiuy
a a a 1 ) a 4 .. = v A vy v v a ..

§93adn wu MduunUssavundriug (Naive Bayes) w3e Mmiseussulinisdndula (Decision tree)
(Kohavi & John, 1998, 819fidlu Liu & Motoda, 1998) 1dusu nsUssendisusuesazunnsneiuly
luFostunauismateus uazmaliansauminly

BusuwasdmiudrGeuinuldnisdadula (Wrappers for decision tree learner)

John, Kohavi, and Pfleger (1994) l¢il4f ID3 waz C4.5 FulusiSeussuliinnsdndula (Decision
tree learning algorithm) lunisneaesvesulaliviadeyaiiioy wazdeyasse uarlinsSuduasiugngey
wUULUT99T wagwuudounau

Vafaie and De Jong (1995) laltmalian1sAumuuuiiufn (Genetic search strategies) Tunas
o S o aa s o U U a a CY al v Vv 4 U a o
AndanAmaNvarlaeItusUWes dmsuusuusussansameiteudaulinsdndula Tulgmnisdiuun

Usenmilan
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unanA 8psTunled/ msdaidenaudnwardmiudeyanddwuiitunlunisiuunussian

Wusuwesdmsuirduunussinnuuutud (Wrappers for Bayes classifiers)

Langley and Sage (1994) lgUSuugadnuunuszsnnundviug (Naive bayes classifier) lngridn
AdnvuzAfinuEdau (Redundant feature) lasandoauufidesiuresidmuntssnmudniudde
nsuanuasAanazdutessasandnuuzasionduassrofuluusangy  Fauddldhnsadiaee
dosuuuluirmianlidmsussuunussamudmud iesmnnsvhutavannsonmaduandnuae
frndouiorgnindndienten uarlfinadanisfumuuuasiun (Greedy search) Fadunsduvnuuusianin

Pazzani (1995) lathn1sAndenaadnuazanusulssiduunyssianudniug lnsasiugndes
wuuluihauazuuueundudemadianisdumuuutiun (Hil climbing search strategy) @udunns
Fumuuudadann lnefimafindunoudmiunmsaagngosuuuludrmii uenanazfiunmdnuas
fazigndesudiaiinisaienndnuaurlmilasnuaudnuusfuganaudnvusidiligniden uas

@

AuANYUENgNIdenual  diunisasrugngegiuudaundulaiiiiudunaunisunungvesnudnyuy

q

(% @ o @

meRanuusmildugty venmilonnnssuiumsauimInauanvuziasieenNwntoy
] = ad o = o/ o/ =l s

nseuiisuisnisindenqaaneasiaziuInImMsAndenauaneasluauinn

FBusuwesduidnsdnidenaudnuasiiinnududeulunisiuingaan muuneesile
(Janecek, 2009) aesisfunaniuumilunisdndenandesvosnadnuuzuuiuguvesiunouisms
BousiianziarzasisduuliuagyiliAn Overfitting wnnivisawesdududaszanduneuisng
a b4 laa s ad v & & ada L A o ld‘d 1 o o o %
Seu3 uiisusues wardsilvniiluisnsAnidenauanvugnianuuduglunsiuunussinndmsu
Ugymiianizianzas Janecek, 2009)

o o w Ao aa aca v & add a o A 9 =

dmiudeyanidnuiuddnin WiawmesinluisngnidenldlunisAnfenguanuusiienin
Uszianaldisinimiaedislnaanylamesuuunaudnuusings uiisninanldldiasananuduius
JEUINANANBULMYTLIBIITINAUEN YL ITANGHoU viee vasauAManYLilITALaINITD
Tunsduundssaniinsandadienitayl udaeiianuaunsaney iuiunudnuagdu Wilawesuuy
wanenuanvaziudivzldnalunsusznara wnniIETlawesuuuamanvasAeY winldtinw
duiusseninnaanvauznHnlunsiansannsAnEenauEnyy

PN < ada 3 o ° ax s

Wala13M131NANTIVeTTHANeS wazauuduglunisiuunlssinnuesisusliles
FeladimsuiSieaesunnanfuduislug (Hybrid method) lngihdefveiusazisu Faduwuilduves
nsAnEenAanuuyluauAs

aglsNAlUTBsAndenaudnvarlafidfiand wiuynaaiunisal (Dash & Liu 1997; Zheng &
Zhang, 2008; Janecek, 2009) Jupdfiuladenansagitlaun dnwauzvesdeya (Wu Inswanuaniuwuy
Badurdeli@udu Tfulsunuvtell audnvazduaveidewsolieilen nudnvaueslauduiusiu
w3alal 1Wusi) Sruiuiedne wagduiunudnuae vlinvesluneuisnisiteus dnvaslym [Dusu
fatiudamsiinmaiauinmsdaienaudnuaslinunzauiudnuaevesdadesineg
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