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บทคัดย่อ
	 การวิจัยครั้งนี้เป็นการศึกษาเพ่ือหาผลเฉลยของระบบสมการไม่เชิงเส้น ส�ำหรับฟังก์ชันหน่ึงตัวแปรโดยใช้การค้นแบบสุ่ม 

หลายจุด ซึ่งมีองค์ประกอบหลัก คือ จุดเริ่มต้นแบบสุ่มทิศทางของจุดที่ค้น และระยะกระโดด ซึ่งได้ทดลองกับฟังก์ชันทดสอบ 7 ฟังก์ชัน   

และได้ท�ำการเปรียบเทียบการหาผลเฉลยของวิธีการค้นแบบสุ่มหลายจุด (Multi-point Random Search : MPRS) กับระเบียบ 

วิธีแบ่งครึ่งช่วง (Bisection Method) จากการศึกษาพบว่า ประสิทธิภาพของวิธีการค้นแบบสุ่มหลายจุด สามารถหาผลเฉลยได้เร็วขึ้น  

(Global optimization solution speed) และแม่นย�ำเมื่อใช้การค�ำนวณฟังก์ชันเป็นตัวชี้วัด

ค�ำส�ำคัญ :	ระบบสมการไม่เชิงเส้น, การหาค่าเหมาะสม, วิธีการค้นแบบสุ่มหลายจุด

Abstract
	 This research studied Solution of Nonlinear Equation System for one variable function using Multi-point  

Random Search (MPRS) consisted of random start point, a search direction and step size. In which this method was 

performed by using 7 selected test functions and compare the solutions Multi-point Random Search with Bisection 

Method. The study found that the method have been expected to increases the speed and efficiency of MPRS,  

when use the number of function evolutions as an iteration.

Keywords :	 Nonlinear Equations System, Optimization, Multi-point Random Search
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บทน�ำ
	 การวิเคราะห์เชิงตัวเลข (Numerical Analysis)  

เป็นการน�ำเอาวิธีการทางคณิตศาสตร์มาวิเคราะห์ เพื่อพัฒนาและ 

แก้ปัญหาทางคณิตศาสตร์ วิทยาศาสตร์ และวิศวกรรมศาสตร์  

โดยการวิเคราะห์เชิงตัวเลขน้ันจะต้องประกอบด้วยตัวแบบ 

ทางคณิตศาสตร์ แต่แบบท่ีน�ำไปใช้ในการวางแผนและตัดสินใจ 

อย่างเป็นระบบและมีข้ันตอนสามารถที่จะหาผลเฉลยที่แม่นตรง 

ได้อย่างไรก็ตามปัญหาที่เกิดขึ้นส่วนใหญ่ในชีวิตประจ�ำวันจะมี 

ความยุ่งยากและซับซ้อน ซึ่งการหาผลเฉลยแม่นตรงทางทฤษฎีนั้น 

ท�ำได้ยาก ดังน้ันจึงมีความพยายามในการพัฒนาการหาผลเฉลย 

แบบต่างๆ เพ่ือน�ำไปใช้ประกอบการตัดสินใจ ดังน้ันปัญหาเหล่านี้

สามารถก�ำหนดเป็นสมการรูปแบบปัญหาการหาค่าเหมาะสมที่สุด  

(Optimization Problem) ซึ่งอยู่ในรูปของฟังก์ชันวัตถุประสงค์  

(Objective Function) ภายใต้เงื่อนไขหรือข้อบังคับ (Constraint)

	 การหาค่าเหมาะสมที่สุด (Optimization) หมายถึง  

กระบวนการที่ดีที่สุดให้กับปัญหาต่างๆ การหาค่าเหมาะสมท่ีสุด 

ของฟังก์ชันในทางคณิตศาสตร์น้ันจะหมายถึงการหาค่าสูงสุดหรือ 

ค่าต�่ำสุดของฟังก์ชัน ซ่ึงค่าสูงสุดหรือค่าต�่ำสุดของฟังก์ชันในท่ีนี้ 

คือ ค่าสูงสุดสัมพัทธ์ (relative maximum) หรือค่าต�่ำสุดสัมพัทธ์  

(relative minimum) โดยค่าสงูสดุสมัพัทธ์ของฟังก์ชนั คอื ค่าสงูสดุ 

ของจุดที่ได้ถูกพิจารณาว่าสูงกว่าจุดอื่นที่อยู่ข้างเคียง และค่าต�่ำสุด 

สัมพัทธ์ของฟังก์ชัน คือ ค่าต�่ำสุดของจุดที่ได้ถูกพิจารณาว่าต�่ำกว่า 

จุดอ่ืนที่อยู่ข้างเคียง ค่าสูงสุดสัมพัทธ์และค่าต�่ำสุดสัมพัทธ์ท้ังสอง 

เรียกว่า ค่าขีดสุดสัมพัทธ์ ซึ่งแสดงได้ดังภาพที่ 1

 

การหาคาเหมาะสมท่ีสุด (Optimization) หมายถึง กระบวนการท่ีดีท่ีสุดใหกับปญหาตางๆ การหาคาเหมาะสม
ท่ีสุดของฟงกชันในทางคณิตศาสตรนั้นจะหมายถึงการหาคาสูงสุดหรือคาต่ําสุดของฟงกชัน ซ่ึงคาสูงสุดหรือคาต่ําสุดของ
ฟงกชันในท่ีน้ีคือคาสูงสุดสัมพัทธ (relative maximum) หรือคาต่ําสุดสัมพัทธ (relative minimum) โดยคาสูงสุด
สัมพัทธ ของฟงกชันคือ คาสูงสุดของจุดท่ีไดถูกพิจารณาวาสูงกวาจุดอ่ืนท่ีอยูขางเคียง และคาต่ําสุดสัมพัทธของฟงกชัน
คือ คาต่ําสุดของจุดท่ีไดถูกพิจารณาวาต่ํากวาจุดอ่ืนท่ีอยูขางเคียง คาสูงสุดสัมพัทธและคาต่ําสุดสัมพัทธท้ังสองเรียกวา 
คาขีดสุดสัมพัทธ ซึ่งแสดงไดดังภาพท่ี 1


   ภาพท่ี 1 กราฟแสดงคาต่ําสุดสัมพัทธ และคาสูงสุดสัมพัทธของฟงกชัน ( )f x  


จากภาพท่ี 1 จุด 
1

GM และ
2

GM  คือจุดท่ีใหคาสูงสุดสัมพัทธของฟงกชัน ( )f x  สําหรับจุด
1

GL และ
2

GL

คือจุดท่ีใหคาต่ําสุดสัมพัทธของฟงกชัน ( )f x ท้ังน้ีคาสูงสุดและคาต่ําสุดสัมพัทธของฟงกชันอาจมีหลายคา โดยคาสูงสุด
สัมพัทธท่ีเปนจุดสูงท่ีสุดของฟงกชันในโดเมนท่ีพิจารณาจะเรียกวา คาสูงสุดสัมบูรณ (Absolute maximum) หรือ
คาสูงสุดวงกวาง (Global maximum) ในขณะเดียวกันคาต่ําสุดสัมพัทธท่ีเปนจุดต่ําท่ีสุดของฟงกชันในโดเมนท่ีพิจารณา
จะเรียกวา คาต่ําสุดสัมบูรณ (Absolute minimum) หรือคาต่ําสุดวงกวาง (Global minimum) และจากภาพท่ี 2 เมื่อ
พิจารณาบนชวง 
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[ , ]gm gl  จุด 

1
GM  และจุด

1
GL  คือจุดท่ีใหคาสูงสุดสัมบูรณ และคาต่ําสุดสัมบูรณตามลําดับ

ในการหาผลเฉลยดวยวิธีการคนแบบสุมหลายจุด เปนวิธีการคนหาโดยตรง (Direct search method) ซ่ึงเปน
วิธีท่ีใชคาของฟงกชันวัตถุปะสงคในการหาคาเหมาะสมท่ีสุด เชน วิธีการคนแบบสุม (Random search) ข้ันตอนวิธีเชิง
พันธุกรรม (Genetic Algorithm) วิวัฒนาการเชิงผลตาง (Differential Evolution) วิธีการประมาณคาในชวงดวย
พหุนามกําลังสอง (Successive quadratic interpolation method) และวิธีการแบงครึ่งชวง (Bisection Method) 
เปนตน 

กําหนดให    เปนฟงกชันวัตถุประสงค เรียก  วาเปนฟงกชันตัวแปรเดียว (One Variable Functions) 
เชน = + −      โดยท่ี  ∈ −  ดังภาพท่ี 2 
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	 จากภาพที่ 1 จุด GM1 และ GM2 คือ จุดที่ให้ค่าสูงสุด 

สัมพัทธ์ของฟังก์ชัน f (x) ส�ำหรับจุด GL1 และ GL2 คือ จุดที่ให ้

ค่าต�่ำสุดสัมพัทธ์ของฟังก์ชัน ท้ังน้ีค่าสูงสุดและค่าต�่ำสุดสัมพัทธ ์

ของฟังก์ชนัอาจมหีลายค่า โดยค่าสงูสดุสมัพทัธ์ทีเ่ป็นจดุสงูทีสุ่ดของ 

ฟังก์ชนัในโดเมนทีพ่จิารณาจะเรยีกว่า ค่าสงูสดุสมับรูณ์ (Absolute  

maximum) หรือค่าสูงสุดวงกว้าง (Global maximum) ในขณะ 

เดียวกันค่าต�่ำสุดสัมพัทธ์ท่ีเป็นจุดต�่ำท่ีสุดของฟังก์ชันในโดเมนที่ 

พิจารณาจะเรียกว่า ค่าต�่ำสุดสัมบูรณ์ (Absolute minimum)  

หรือค่าต�่ำสุดวงกว้าง (Global minimum) และจากภาพที่ 2  

เมื่อพิจารณาบนช่วง [gm1, gl2] จุด GM1 และจุด GL1 คือ จุดที่ให ้

ค่าสูงสุดสัมบูรณ์ และค่าต�่ำสุดสัมบูรณ์ตามล�ำดับ

ภาพที่ 1 กราฟแสดงค่าต�่ำสุดสัมพัทธ์ และค่าสูงสุดสัมพัทธ์ของฟังก์ชัน f (x)

	 ในการหาผลเฉลยด้วยวิธีการค้นแบบสุ่มหลายจุด  

เป็นวิธีการค้นหาโดยตรง (Direct search method) ซึ่งเป็นวิธีที่ใช ้

ค่าของฟังก์ชันวัตถุปะสงค์ในการหาค่าเหมาะสมที่สุด เช่น วิธีการ 

ค้นแบบสุ่ม (Random search) ขั้นตอนวิธีเชิงพันธุกรรม (Genetic  

Algorithm) วิวัฒนาการเชิงผลต่าง (Differential Evolution) 

วิธีการประมาณค่าในช่วงด้วยพหุนามก�ำลังสอง (Successive  

quadratic interpolation method) และวิธีการแบ่งครึ่งช่วง 

(Bisection Method) เป็นต้น

	 ก�ำหนดให้ f (x) เป็นฟังก์ชันวัตถุประสงค์ เรียก  f ว่าเป็น

ฟังก์ชันตัวแปรเดียว (One Variable Functions)

	 เช่น   f (x)  = x2
 + x - 20 โดยที่ x ∈ ดังภาพที่ 2
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	 วิธีการค้นแบบสุ ่มที่ใช้จุดค้นเพียงจุดเดียวจะค้นได้ 

ไม่ครอบคลมุเพราะมจีดุต�ำ่สดุหรอืจดุสงูสดุเฉพาะทีห่ลายจุด ดงันัน้ 

เราจึงใช้จุดค้นหลายจุดหรือการค้นเชิงประชากร (population  

based search) เพื่อให้สามารถค้นค�ำตอบได้ท่ัวถึง และสามารถ 

หาค�ำตอบได้เหมาะสมที่สุด

	 Sheela ได้น�ำเสนอวิธีค้นแบบสุ่มที่มีระยะกระโดด 

ที่เหมาะสม (Optimized step-size random search) ซึ่งใช้จุด 

ค้นเพียงจุดเดียว ใช้ทิศทางแบบสุ่มและใช้ระยะกระโดดของการค้น 

จากการประมาณค่าด้วยพหนุามก�ำลงัสอง และได้ทดสอบกบัฟังก์ชนั 

อย่างง่ายที่มีตัวแปร 2 ถึง 4 ตัว

	 Raphael และ Smith ได้น�ำเสนอเทคนิคการค้นหา 

ผลเฉลยเหมาะสมที่สุดซึ่งใช้ทฤษฏีที่เรียกว่า ทฤษฏีความน่าจะเป็น 

โลซานน์ (Probabilistic Global Search Lausanne)

	 Montaz Ali, AimoTorn และ Sami Viitanen ได้

น�ำเสนอการปรับปรุงวิธีการค้นแบบสุ่มโดยใช้สมการก�ำลัง และ  

β - distribution sampling

	 Francisco, Solis และ Roger ได้น�ำเสนอเทคนิค 

การหาค่าต�่ำสุดโดยใช้วิธีการค้นแบบสุ่มซึ่งเป็นวิธีที่ไม่ใช้อนุพันธ ์

ในการหาค�ำตอบ

	 Daniel และ Marthaler ได้น�ำเสนอวิธีการทาง

คณิตศาสตร์ส�ำหรับการหาค่าเหมาะสมทางตัวเลข โดยหาผลเฉลย

ของสมการไม่เชิงเส้น โดยใช้อนุพันธ์ในการหาค�ำตอบ

	 การด�ำเนินการหาค่าเหมาะสมที่สุดนั้น จะต้องเริ่มจาก

การพิจารณาและท�ำความเข้าใจปัญหาเสียก่อน ซึ่งเป็นการศึกษา

เพื่อให้ได้มาซึ่งแบบจ�ำลองของระบบนั่นเอง เมื่อจุดประสงค์ของ

ปัญหาถกูก�ำหนดขึน้ การตัง้โจทย์ปัญหาค่าเหมาะสมทีส่ดุกจ็ะเริม่ขึน้ 

ซึง่รายละเอยีดการด�ำเนนิการหาค่าเหมาะสมทีสุ่ดจะถกูอธบิายโดย 

ผังงาน ดังภาพที่ 3

 

วิธีการคนแบบสุมท่ีใชจุดคนเพียงจุดเดียวจะคนไดไมครอบคลุมเพราะมีจุดต่ําสุดหรือจุดสูงสุดเฉพาะท่ีหลายจุด 
ดังน้ันเราจึงใชจุดคนหลายจุดหรือการคนเชิงประชากร  
ท่ัวถึง และสามารถหาคําตอบไดเหมาะสมท่ีสุด

Sheela ไดนําเสนอวิธีคนแบบสุมท่ีมีระยะกระโดดท่ีเหมาะสม 
ใชจุดคนเพียงจุดเดียว ใชทิศทางแบบสุมและใชระยะกระโดดของการคนจากการประมาณคาดวยพหุนามกําลังสอง และ
ไดทดสอบกับฟงกชันอยางงายท่ีมีตัวแปร 

Raphael และ Smith  ไดนําเสนอเทคนิคหารคนหาผลเฉลยเหมาะสมท่ีสุดซึ่งใชทฤษฏีท่ีเรียกวา ทฤษฏี
ความนาจะเปนโลซานน (Probabilistic Global Search Lausanne

Montaz Ali, AimoTorn

กําลัง และ - distribution samplingβ

Francisco, Solis และ Roger

อนุพันธในการหาคําตอบ 
Daniel และ Marthaler  

เฉลยของสมการไมเชิงเสน โดยใชอนุพันธในการหาคําตอบ

การดําเนินการหาคาเหมาะสมท่ีสุดน้ัน จะตองเริ่มจากการพิจารณาและทําความเขาใจปญหาเสียกอน ซ่ึงเปน
การศึกษาเพ่ือใหไดมาซึ่งแบบจําลองของระบบน่ันเอง เมื่อจุดประสงคของปญหาถูกกําหนดข้ึน การตั้งโจทยปญหาคา
เหมาะสมท่ีสุดก็จะเริ่มข้ึน ซึ่งรายละเอียดการดําเนินการหาคาเหมาะสมท่ีสุด

ภาพท่ี 2 กราฟแสดงฟงกชัน = + −       
 

วิธีการคนแบบสุมท่ีใชจุดคนเพียงจุดเดียวจะคนไดไมครอบคลุมเพราะมีจุดต่ําสุดหรือจุดสูงสุดเฉพาะท่ีหลายจุด 
คนหลายจุดหรือการคนเชิงประชากร  (population based search)  เพ่ือใหสามารถคนคําตอบได

และสามารถหาคําตอบไดเหมาะสมท่ีสุด 
ไดนําเสนอวิธีคนแบบสุมท่ีมีระยะกระโดดท่ีเหมาะสม (Optimized stepsize random search)

ใชจุดคนเพียงจุดเดียว ใชทิศทางแบบสุมและใชระยะกระโดดของการคนจากการประมาณคาดวยพหุนามกําลังสอง และ
ไดทดสอบกับฟงกชันอยางงายท่ีมีตัวแปร 2 ถึง 4 ตัว 

ไดนําเสนอเทคนิคหารคนหาผลเฉลยเหมาะสมท่ีสุดซึ่งใชทฤษฏีท่ีเรียกวา ทฤษฏี
Probabilistic Global Search Lausanne) 
AimoTorn  และ Sami Viitanen  ไดนําเสนอการปรับปรุงวิธีการคนแบบสุมโดยใชสมการ

- distribution sampling  
Roger ไดนําเสนอเทคนิคการหาคาต่ําสุดโดยใชวิธีการคนแบบสุมซ่ึงเปนวิธีท่ีไมใช

Marthaler  ไดนําเสนอวิธีการทางคณิตศาสตรสําหรับการหาคาเหมาะสมทางตัวเลข โดยหาผล
โดยใชอนุพันธในการหาคําตอบ 

การดําเนินการหาคาเหมาะสมท่ีสุดน้ัน จะตองเริ่มจากการพิจารณาและทําความเขาใจปญหาเสียกอน ซ่ึงเปน
การศึกษาเพ่ือใหไดมาซึ่งแบบจําลองของระบบน่ันเอง เมื่อจุดประสงคของปญหาถูกกําหนดข้ึน การตั้งโจทยปญหาคา

งรายละเอียดการดําเนินการหาคาเหมาะสมท่ีสุดจะถูกอธิบายโดยผังงาน ดังภาพท่ี 

 

วิธีการคนแบบสุมท่ีใชจุดคนเพียงจุดเดียวจะคนไดไมครอบคลุมเพราะมีจุดต่ําสุดหรือจุดสูงสุดเฉพาะท่ีหลายจุด 
  เพ่ือใหสามารถคนคําตอบได

size random search) ซึ่ง
ใชจุดคนเพียงจุดเดียว ใชทิศทางแบบสุมและใชระยะกระโดดของการคนจากการประมาณคาดวยพหุนามกําลังสอง และ

ไดนําเสนอเทคนิคหารคนหาผลเฉลยเหมาะสมท่ีสุดซึ่งใชทฤษฏีท่ีเรียกวา ทฤษฏี 

ไดนําเสนอการปรับปรุงวิธีการคนแบบสุมโดยใชสมการ

ไดนําเสนอเทคนิคการหาคาต่ําสุดโดยใชวิธีการคนแบบสุมซ่ึงเปนวิธีท่ีไมใช

ไดนําเสนอวิธีการทางคณิตศาสตรสําหรับการหาคาเหมาะสมทางตัวเลข โดยหาผล

การดําเนินการหาคาเหมาะสมท่ีสุดน้ัน จะตองเริ่มจากการพิจารณาและทําความเขาใจปญหาเสียกอน ซ่ึงเปน
การศึกษาเพ่ือใหไดมาซึ่งแบบจําลองของระบบน่ันเอง เมื่อจุดประสงคของปญหาถูกกําหนดข้ึน การตั้งโจทยปญหาคา

จะถูกอธิบายโดยผังงาน ดังภาพท่ี 3

ภาพที่ 2 กราฟแสดงฟังก์ชัน f (x)  = x2 + x 
- 20

ชวนพิศ  มังคละ 
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	 ในการด�ำเนินการหาค่าเหมาะสมที่สุดนั้นจะต้องมี 

การก�ำหนดตัวแปรออกแบบข้ึนมา ซ่ึงตัวแปรออกแบบ (Design  

variable) คือ ตัวแปรที่ใช้ในการปรับเปลี่ยนหรือควบคุมในขั้นตอน 

การหาค่าเหมาะสมทีสุ่ด ถ้าออกแบบตวัแปรให้เหมาะสมกจ็ะท�ำให้ 

เกิดประสิทธิภาพเพิ่มขึ้นในการหาค�ำตอบของการด�ำเนินการหาค่า 

เหมาะสมที่สุด

	 การสร้างแบบจ�ำลองปัญหาเพื่อหาผลเฉลยที่ดีที่สุด 

สิ่งส�ำคัญของการแก้ปัญหานี้คือการหาค�ำตอบที่ดีที่สุดที่แท้จริง  

(Global Optimum) ของปัญหาน้ันๆ การแก้ปัญหาการหาค่า 

เหมาะสมที่สุดมีทั้งแบบวัตถุประสงค์เดียว (Single Objective  

Optimization Problem) และแบบหลายวัตถุประสงค ์  

(Multi-Objective Optimization Problem)  ซ่ึงในงานวิจัยนี้ 

ขอศึกษาฟังก์ชันวัตถุประสงค์เดียวหรือฟังก์ชันหนึ่งตัวแปร

	 การหาค่าเหมาะสมที่สุดของฟังก์ชันหนึ่งตัวแปร

	 ฟังก์ชันหนึ่งตัวแปรนั้นแสดงความสัมพันธ์ระหว่าง 

ตัวแปรต้นหนึ่งตัวแปร (Dependent variable) กับตัวแปรตาม  

(Independent variable) โดยสามารถเขียนได้ในรูป y = f (x)  

โดยที่ x เป็นตัวแปรต้น และ y เป็นตัวแปรตาม 

	 โดยที่	 x	 คือ	 ตัวแปรออกแบบ

			   f (x)	 คือ	 ฟังก์ชันจุดประสงค์ ซึ่งเป็นฟังก์ชัน

					     ของตัวแปร x 


ภาพท่ี 3 แสดงผังงานการดําเนินการหาคาเหมาะสมท่ีสุด 

 ในการดําเนินการหาคาเหมาะสมท่ีสุดน้ันจะตองมีการกําหนดตัวแปรออกแบบข้ึนมา ซ่ึงตัวแปรออกแบบ 
(Design variable) คือตัวแปรท่ีใชในการปรับเปลี่ยนหรือควบคุมในข้ันตอนการหาคาเหมาะสมท่ีสุด ถาออกแบบตัวแปร
ใหเหมาะสมก็จะทําใหเกิดประสิทธิภาพเพ่ิมข้ึนในการหาคําตอบของการดําเนินการหาคาเหมาะสมท่ีสุด 

การสรางแบบจําลองปญหาเพ่ือหาผลเฉลยท่ีดีท่ีสุดสิ่งสําคัญของการแกปญหาน้ีคือการหาคําตอบท่ีดีท่ีสุดท่ี
แทจริง (Global Optimum) ของปญหาน้ันๆ การแกปญหาการหาคาเหมาะสมท่ีสุดมีท้ังแบบวัตถุประสงคเดียว (Single 
Objective Optimization Problem) และแบบหลายวัตถุประสงค (MultiObjective Optimization Problem)  ซ่ึง
ในงานวิจัยน้ีขอศึกษาฟงกชันวัตถุประสงคเดียวหรือฟงกชันหน่ึงตัวแปร 

การหาคาเหมาะสมท่ีสุดของฟงกชันหนึ่งตัวแปร 
ฟงกชันหน่ึงตัวแปรน้ันแสดงความสัมพันธระหวางตัวแปรตนหน่ึงตัวแปร (Dependent variable) 

กับตัวแปรตาม (Independent variable) โดยสามารถเขียนไดในรูป ( )y f x=  โดยท่ี x เปนตัวแปรตน และ y เปนตัว
แปรตาม  

โดยท่ี  x       คือ  ตัวแปรออกแบบ 
( )f x   คือ  ฟงกชันจุดประสงค ซึ่งเปนฟงกชันของตัวแปร x  

ไม 

ใช 

เริ่มตน 

    กําหนดตัวแปรออกแบบและเง่ือนไข 

กําหนดจุดประสงค 
(ในรูปของฟงกชันตัวแปรออกแบบ) 

ข้ันตอนวิธีการหาคาเหมาะสมท่ีสดุ 

คําตอบท่ีไดรับ 

พอใจกับคําตอบท่ี
ไดรับ 

คําตอบเหมาะสมท่ีสดุท่ีนํามาใชงานได 

หยุด 
ภาพที่ 3 แสดงผังงานการด�ำเนินการหาค่าเหมาะสมที่สุด

ชวนพิศ  มังคละ 
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	 ตัวแปรออกแบบ

	 ในการด�ำเนินการหาค่าเหมาะสมที่สุดนั้นจะต้องมี 

การก�ำหนดตัวแปรออกแบบข้ึนมาซ่ึงตัวแปรออกแบบ (Design  

variable) คือตัวแปรที่ใช้ในการปรับเปลี่ยนหรือควบคุม ในข้ันตอน 

การหาค่าเหมาะสมท่ีสุด แล้วท�ำให้เป้าหมายหรือจุดประสงค์ 

เปลีย่นแปลงได้ และถ้าจ�ำนวนรอบของตวัแปรออกแบบทีเ่หมาะสม 

ก็จะช่วยเพิ่มความรวดเร็วและประสิทธิภาพในการหาค�ำตอบใน 

การด�ำเนินการหาค่าเหมาะสมที่สุด

	 เงื่อนไขบังคับ

	 ในการก�ำหนดเงื่อนไขบังคับ (Constraints) หมายถึง 

สมการ หรืออสมการท่ีแสดงให้เห็นถึงความสัมพันธ์ของตัวแปร  

ขอบเขต และสมบัติตามข้อก�ำหนด

	 จุดที่เหมาะสมที่สุด

	 ในระเบียบวิธีการหาค่าเหมาะสมที่สุดนั้น เป็นส่วนที่มี 

ความส�ำคัญและมีความเก่ียวข้องโดยตรง เพราะการที่จะได้ค่า 

เหมาะสมที่สุดนั้นเราต้องได้จุดที่เหมาะสมที่สุดก่อนเพื่อน�ำไปใช้ใน 

การค�ำนวณ โดยทัว่ไปแล้วจดุเหมาะสมทีส่ดุสามารถก�ำหนดได้ดงันี้

	 พิจารณาโดเมนของตัวแปร x โดยที่ xL และ xG  
เป็นจุดในโดเมน จุด xL 

จะถูกเรียกว่าจุดเหมาะสมเฉพาะที่  

(Local Optimum) ถ้าไม่มีจุดใดในย่านใกล้เคียงท่ีดีกว่าจุด xL
  

ขณะที่จุด xG 
จะถูกกล่าวว่าเป็นจุดท่ีเหมาะสมท่ีสุดวงกว้าง  

(Global Optimum) ดังภาพที่ 4

	 ระบบสมการไม่เชิงเส้น (Nonlinear equations 

system)

	 สมการเชิงเส้น คือ สมการที่มีความสัมพันธ์กับเส้นตรง 

ที่อยู่ในรูป a1 x1 + a2 x2 +...+ anxn + c = 0 โดยที่  x1, x2,  

x3,...,xn คือ จ�ำนวนตัวแปร และ a1, a2,...an คือค่าคงที่ และ c คือ

ค่าคงท่ีหรือจุดตัดบนแกน y เมื่อ พิจารณาสมการตัวแปรเดียว  

เขียนความสัมพันธ์ได้เป็น y = mx + c โดยที่ m คือความชัน 

ที่ไม่เท่ากับ 0 การหาค่าราก y = f (x) คือการหาค่าของ x  

ที่สอดคล้องกับสมการ f (x) = 0 โดยที่ค�ำตอบของสมการจะม ี

ค�ำตอบเดียว เมื่อ x = - c  โดยที่ m ≠ 0 ซึ่งมีตัวแปร x  

และ y เป็นตัวแปรที่มีก�ำลังไม่เกิน 1 หากตัวแปรทั้งสองตัวใด 

ตัวหนึ่งมีค่าก�ำลังเกิน 1 ความสัมพันธ์ก็จะไม่เชิงเส้น

	 ในท�ำนองเดียวกันฟังก์ชันบางฟังก์ชันไม่สามารถหา

ค่ารากได้ด้วยวิธีวิเคราะห์หรืออาจจะหาค่ารากได้แต่ถ้าระบบของ

สมการมคีวามยุง่ยากและซบัซ้อน ในการหาผลเฉลยส�ำหรบัฟังก์ชนั

หนึ่งตัวแปรหรือหลายตัวแปรการหารากของสมการ f (x) = 0 เช่น 

ฟังก์ชันก�ำลังสอง x2

 + 1 = 0 พบว่า สมการไม่มีค�ำตอบ ทั้งนี้เราจึง

ประยุกต์แนวคิดวิธีการค้นแบบสุ่มหลายจุด เพื่อประมาณค่าราก

ของสมการ แม้ว่าวิธีเชิงตัวเลขจะไม่ได้ให้ค่ารากที่แท้จริงแต่เราก็

สามารถได้ค่าที่ใกล้เคียงมากที่สุด โดยค่าที่ได้ข้ึนอยู่กับการยอมรับ

ความคลาดเคลื่อนของปัญหา

	 ระเบียบวิธีแบ่งครึ่งช่วง (Bisection Method)

	 ทฤษฏีบท ถ้า f (x) เป็นฟังก์ชันต่อเนื่องบนช่วง [a, b]

และ แล้วสมการ  มีรากจริงอย่างน้อยหนึ่งรากในช่วง  

	 ขั้นตอนระเบียบวิธีแบ่งครึ่งช่วง

		  ขั้นตอนที่ 1 :	สุ่มเลือกช่วง [a, b] ที่บรรจุรากของ

					     ฟังก์ชัน  f (x)

		  ขั้นตอนที่ 2 :	ให้ c เป็นจุดกึ่งกลางของช่วง [a, b] 					   

					     นั่นคือ c =  a + b

		  ขั้นตอนที่ 3 :	ตรวจสอบค่ารากทีย่อมรบัได้และหยดุ

		  ขั้นตอนที่ 4 :	แบ่งครึ่งช่วงที่บรรจุรากใหม่ และ

					     กลับไปท�ำซ�้ำขั้นตอนที่ 1

 
 ตัวแปรออกแบบ 
  ในการดําเนินการหาคาเหมาะสมท่ีสุดน้ันจะตองมีการกําหนดตัวแปรออกแบบข้ึนมาซ่ึงตัวแปร
ออกแบบ (Design variable) คือตัวแปรท่ีใชในการปรับเปลี่ยนหรือควบคุม ในข้ันตอนการหาคาเหมาะสมท่ีสุด แลวทําให
เปาหมายหรือจุดประสงคเปลี่ยนแปลงได และถาจํานวนรอบของตัวแปรออกแบบท่ีเหมาะสมก็จะชวยเพ่ิมความรวดเร็ว
และประสิทธิภาพในการหาคําตอบในการดําเนินการหาคาเหมาะสมท่ีสุด 
 
 เง่ือนไขบังคับ 

ในการกําหนดเง่ือนไขบังคับ (Constraints) หมายถึง สมการ หรืออสมการท่ีแสดงใหเห็นถึงความ 
สัมพันธของตัวแปร ขอบเขต และสมบัติตามขอกําหนด 

 
จุดท่ีเหมาะสมท่ีสุด 
 ในระเบียบวิธีการหาคาเหมาะสมท่ีสุดน้ัน เปนสวนท่ีมีความสําคัญและมีความเก่ียวของโดยตรง 

เพราะการท่ีจะไดคาเหมาะสมท่ีสุดน้ันเราตองไดจุดท่ีเหมาะสมท่ีสุดกอนเพ่ือนําไปใชในการคํานวณ โดยท่ัวไปแลวจุด
เหมาะสมท่ีสุดสามารถกําหนดไดดังน้ี 

 พิจารณาโดเมนของตัวแปร x  โดยท่ี L
x  และ G

x  เปนจุดในโดเมน จุด L
x  จะถูกเรียกวาจุด

เหมาะสมเฉพาะท่ี (Local Optimum) ถาไมมีจุดใดในยานใกลเคียงท่ีดีกวาจุด L
x  ขณะท่ีจุด G

x จะถูกกลาววาเปนจุดท่ี
เหมาะสมท่ีสุดวงกวาง (Global Optimum) ดังภาพท่ี 4 

 
 
 
 
 
 
 
 
 
 
 


ภาพท่ี 4 แสดงจุดเหมาะสมเฉพาะท่ี และจดุท่ีเหมาะสมท่ีสุดวงกวาง  

ระบบสมการไมเชิงเสน (Nonlinear equations system) 
 สมการเชิงเสน คือ สมการท่ีมีความสัมพันธกับเสนตรงท่ีอยูในรูป 

1 1 2 2
... 0

n n
a x a x a x c+ + + + =  

โดยท่ี 
1 2 3
, , ,...,

n
x x x x คือ จํานวนตัวแปร และ 

1 2
, ,...,

n
a a a คือคาคงท่ี และ c คือคาคงท่ีหรือจุดตัดบนแกน y เมื่อ 

พิจารณาสมการตัวแปรเดียว เขียนความสัมพันธไดเปน y mx c= +  โดยท่ี m คือความชันท่ีไมเทากับ 0 การหาคาราก 
( )y f x=  คือการหาคาของ x  ท่ีสอดคลองกับสมการ ( ) 0f x = โดยท่ีคําตอบของสมการจะมีคําตอบเดียว เมื่อ 
c

x
m

= −  โดยท่ี 0m ≠  ซึ่งมีตัวแปร x  และ y  เปนตัวแปรท่ีมีกําลังไมเกิน 1 หากตัวแปรท้ังสองตัวใดตัวหน่ึงมีคากําลัง

เกิน 1 ความสัมพันธก็จะไมเชิงเสน 
ในทํานองเดียวกันฟงกชันบางฟงกชันไมสามารถหาคารากไดดวยวิธีวิเคราะหหรืออาจจะหาคารากไดแตถา

ระบบของสมการมีความยุงยากและซับซอน ในการหาผลเฉลยสําหรับฟงกชันหน่ึงตัวแปรหรือหลายตัวแปรการหาราก
ของสมการ  ( ) 0f x =  เชน ฟงกชันกําลังสอง 2

1 0x + =  พบวาสมการไมมีคําตอบ ท้ังน้ีเราจึงประยุกตแนวคิดวิธีการ

 ( )f x  

x  

1( )L
f x  

2( )L
f x  

( )G
f x  

a  1L
x  2L

x  G
x  b  

ภาพที่ 4 แสดงจุดเหมาะสมเฉพาะที่

และจุดที่เหมาะสมที่สุดวงกว้าง

m

2

ชวนพิศ  มังคละ 
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วิธีการค้นแบบสุ่ม (Random Search Method)

	 วิธีการค้นแบบสุ่ม คือ เป็นวิธีการหาค่าค�ำตอบที่ดีที่สุด  

(Optimisation Algorithms) สามารถแบ่งออกเป็น 2 แบบคือ  

วิธีการหาค่าค�ำตอบที่ดีที่สุดโดยอาศัยหลักการทางคณิตศาสตร์  

(Conventional Optimisation Algorithm) วิธีการนี้จะแก้ปัญหา 

อยู ่บนพื้นฐานทางคณิตศาสตร์เป็นหลักจะได้ค�ำตอบที่ดีที่สุด 

ออกมา แต่เม่ือปัญหามตีวัแปรทีม่ากขึน้หรอืมขีนาดใหญ่ขึน้จะท�ำให้ 

ใช้ระยะเวลานาน ในการค้นหาค�ำตอบ และวิธีการหาค่าค�ำตอบที่ด ี

ทีส่ดุโดยอาศยัหลกัการประมาณค่า (Approximation Optimisation 

Algorithms) วิธีการน้ีจะได้ค�ำตอบที่เหมาะสมหรือใกล้เคียงกับ 

ค�ำตอบที่หาจากหลักการทางคณิตศาสตร์ ซึ่งสามารถยอมรับได ้

วธิกีารนีจ้ะใช้ในการค้นหาค�ำตอบทีม่คีวามซบัซ้อน ซึง่มขีัน้ตอนดงันี้

 

 
ภาพท่ี 5 แสดงแผนผังวิธีการคนแบบสุม (Random Search Method) 

 
วัตถุประสงคของการวิจัย 

1. เพ่ือศึกษาและพัฒนาการหารากของสมการทางการวิเคราะหเชิงตัวเลข  
2. เพ่ือทดสอบประสิทธิภาพของวิธีการคนแบบสุมหลายจุด สําหรับการหาผลเฉลยของระบบสมการไม

เชิงเสน สําหรับฟงกชันหน่ึงตัวแปร  

วิธีดําเนินการวิจัย
งานวิจัยน้ีจะนําแนวคิดของวิธีการคนแบบสุมหลายจุด มาใชเพ่ือหาผลเฉลยของระบบสมการไมเชิงเสน สําหรับ

ฟงกชันหน่ึงตัวแปร ดังน้ันจะกลาวถึงข้ันตอนดังกลาวโดยละเอียดดังน้ี 
 

วิธีการคนแบบสุมหลายจุด (Multipoint Random Search) 
วิธีการคนแบบสุมหลายจุดเปนวิธีการสุมท่ีหาคาเหมาะสมท่ีสุดท่ีไมใชอนุพันธในการหาคําตอบ ซึ่งมีข้ันตอนดังน้ี  
 

ขั้นตอนท่ี 1: กําหนดฟงกชันวัตถุประสงค                =  เมื่อ            =  
กําหนดจํานวนการเรียกใชฟงกชันสูงสุด (NFMAX) 

 
ขั้นตอนท่ี 2: สรางตัวแปรออกแบบเริ่มตนแบบสุม 

ไมใช 
ใช 

สุมคําตอบเริม่ตน ( )
i

x  

กําหนด  1i =  

คํานวณฟงกชัน
วัตถุประสงค ( )

i
f x  

 

สรางผลเฉลยใหม 
1

( )
i

x +  
 

คํานวณฟงกชัน
วัตถุประสงค 

1
( )

i
f x +  

 

ตรวจสอบการลูเขาของคําตอบ 
 

ผลเฉลยเหมาะสม 

opt ix x=  

กําหนด 1i i= +  
 

ภาพที่ 5 แสดงแผนผังวิธีการค้นแบบสุ่ม (Random Search Method)

วัตถุประสงค์ของการวิจัย
	 1.	 เพ่ือศกึษาและพฒันาการหารากของสมการทางการ 

วิเคราะห์เชิงตัวเลข 

	 2.	 เพื่อทดสอบประสิทธิภาพของวิธีการค้นแบบสุ่ม 

หลายจดุ ส�ำหรบัการหาผลเฉลยของระบบสมการไม่เชงิเส้น ส�ำหรบั 

ฟังก์ชันหนึ่งตัวแปร 

วิธีด�ำเนินการวิจัย
	 งานวิจัยนี้จะน�ำแนวคิดของวิธีการค้นแบบสุ่มหลายจุด  

มาใช้เพื่อหาผลเฉลยของระบบสมการไม่เชิงเส้น ส�ำหรับฟังก์ชัน 

หนึ่งตัวแปร ดังนั้นจะกล่าวถึงขั้นตอนดังกล่าวโดยละเอียดดังนี้

	 วิธีการค้นแบบสุ่มหลายจุด (Multi-point Random  

Search)

	 วิธีการค้นแบบสุ ่มหลายจุดเป็นวิธีการสุ ่มที่หาค่า 

เหมาะสมที่สุดที่ไม่ใช้อนุพันธ์ในการหาค�ำตอบ ซึ่งมีขั้นตอนดังนี้ 

ชวนพิศ  มังคละ 
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	 ขั้นตอนที่ 1 :	 ก�ำหนดฟังก์ชันวัตถุประสงค์ f (x) =  

f (x1, x2, x3,...xn) เมือ่ x = (x1, x2, x3,...xn) ก�ำหนดจ�ำนวนการเรยีกใช้ 

ฟังก์ชันสูงสุด (NFMAX)

	 ขั้นตอนที่ 2 :	 สร้างตัวแปรออกแบบเริ่มต้นแบบสุ่ม

 

ก�ำหนดให้ x
*
  เมื่อ x

*
  = (x1

*
, x2

*
, x3

*
,...xn

*
) โดยที่ x

*
 ∈ [L,U]  

ก�ำหนดให้ xb = x
*
 เป็นจุดที่ให้ค่าต�่ำสุดและให้  fb = f (x

*
) เป็น 

ค่าฟังก์ชันต�่ำสุด ณ ขณะนั้น

	 ขั้นตอนที่ 3 :	 สุม่เวกเตอร์ทศิทางขนาดหนึง่หน่วย   V 

และสร้างเวกเตอร์ W โดย W = x
*  

+ SV เมื่อ S คือ ระยะกระโดด 

(Step size)

	 ขั้นตอนที่ 4 :	 เปรียบเทียบค่า f (W) กับ f (x
*
) และ 

f (W) กับ f (xb)

				    ถ้า	 f (W) < f (x
*
) ให้ x

* = W,

					      f (x
*
) = f (W)

				    ถ้า	 f (W) < f (xb) ให้  xb = W,

					     f (xb) = f (W)

	 ถ้าไม่พบจดุทีด่ขีึน้ในแต่ละรุน่ของประชากรให้ลดระยะ

กระโดด (s)  

	 ขั้นตอนที่ 5 :	 ถ้าจ�ำนวนการเรียกใช้ฟังก์ชันน้อยกว่า

หรอืเท่ากบั NFMAX ให้ท�ำซ�ำ้ขัน้ตอนที ่3-4 แต่ถ้ามากกว่า NFMAX 

ให้หยุดด�ำเนินการจะได้จุดที่ให้ค่าต�่ำสุด xb ซึ่งให้ค่าต�่ำสุด fb

	 ซึ่งในงานวิจัยนี้จะเสนอการปรับปรุงวิธีการค้นแบบสุ่ม 

หลายการหาผลเฉลยของระบบสมการไม่เชิงเส้น ส�ำหรับฟังก์ชัน 

หน่ึงตัวแปร ซ่ึงเป็นอีกวิธีหน่ึงที่ใช้แก้ปัญหาของฟังก์ชันท่ีมีจุด 

ต�่ำสุดเฉพาะที่หรือจุดสูงสุดเฉพาะที่หลายจุดที่สามารถค้นค�ำตอบ 

ได้ครอบคลุมซ่ึงมีขั้นตอนอย่างละเอียด และมีแผนผังอัลกอริทึม 

(Flowchart Algorithm) ประกอบความเข้าใจดังนี้
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กําหนดให   เมื่อ =  
     

 
      โดยท่ี ∈       กําหนดให = 

   เปนจุดท่ีใหคาต่ําสุดและ
ให =      เปนคาฟงกชันต่ําสุด ณ ขณะน้ัน 
 

ขั้นตอนท่ี 3: สุมเวกเตอรทิศทางขนาดหน่ึงหนวย   และสรางเวกเตอร  โดย = +
   เมื่อ 

 คือระยะกระโดด (Step size) 
 
ขั้นตอนท่ี 4: เปรียบเทียบคา    กับ     และ     กับ     

   ถา <         ให = =            
ถา       <  ให          = =  

ถาไมพบจุดท่ีดีข้ึนในแตละรุนของประชากรใหลดระยะกระโดด    
 

ขั้นตอนท่ี 5: ถาจํานวนการเรียกใชฟงกชันนอยกวาหรือเทากับ NFMAX ใหทําซ้ําข้ันตอนท่ี 34 แตถา
มากกวา NFMAX ใหหยุดดําเนินการจะไดจุดท่ีใหคาต่ําสุด  ซึ่งใหคาต่ําสุด   

 
ซึ่งในงานวิจัยน้ีจะเสนอการปรับปรุงวิธีการคนแบบสุมหลายการหาผลเฉลยของระบบสมการไมเชิงเสน สําหรับ

ฟงกชันหน่ึงตัวแปร ซ่ึงเปนอีกวิธีหน่ึงท่ีใชแกปญหาของฟงกชันท่ีมีจุดต่ําสุดเฉพาะท่ีหรือจุดสูงสุดเฉพาะท่ีหลายจุดท่ี
สามารถคนคําตอบไดครอบคลุมซ่ึงมีข้ันตอนอยางละเอียด และมีแผนผังอัลกอริทึม (Flowchart Algorithm) ประกอบ
ความเขาใจดังน้ี 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

ชวนพิศ  มังคละ 
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แผนผังอัลกอริทึม วิธีการค้นแบบสุ่มหลายจุด

ชวนพิศ  มังคละ 

แผนผังอัลกอริทึม วิธีการค้นแบบสุ่มหลายจุด 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
ภาพที ่6 แสดงวิธีการค้นแบบสุ่มหลายจดุ 

เร่ิมต้น 

 

ให้ ที่มีค่าต่ าสุด 
ให้ ที่ท าให้เกิด  

             

สุ่มเวกเตอร์หนึ่งหน่วย   

สร้างตัวออกแบบ  โดยการสุ่ม 

 

ค านวณ โดยที่ 

 

 
 

 

No 

ก าหนด  Objective function, NFMAX, NP, 
ST, STDEC และ NF=0 

 และ  

หยุด 

No 

 

Yes 

Yes 
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รูปแบบปัญหาที่ใช้ส�ำหรับฟังก์ชันทดสอบ

	 รูปแบบของปัญหาที่ใช้ทดสอบประกอบด้วยปัญหาค่าขอบเขต จ�ำนวน 7 ฟังก์ชันทดสอบ ดังนี้

	 1.	 f1 (x) = x2

 + x - 20 โดยที่  x ∈ [- 10, 10]

	 2.	 f2 (x) = x2 
- 7x  + 5 โดยที่  x ∈ [- 10, 10]

   

 
ภาพท่ี 7 แสดงกราฟ

2. = − +
        

 
ภาพท่ี 8 แสดงกราฟ

3. = −    
  โดยท่ี 

 
ภาพท่ี 9 แสดงกราฟ

 
 
 
 
 
 
 
 
 

แสดงกราฟ Two & Three Dimensions และ contour สําหรับฟงกชัน
 

    โดยท่ี ∈ −  

แสดงกราฟ Two & Three Dimensions และ contour สําหรับฟงกชัน 
 

โดยท่ี ∈ −  

แสดงกราฟ Two & Three Dimensions และ contour สําหรับฟงกชัน 

 

สําหรับฟงกชัน     

 

สําหรับฟงกชัน      

 

สําหรับฟงกชัน      

ภาพที่ 7 แสดงกราฟ Two & Three Dimensions และ contour ส�ำหรับฟังก์ชัน

ภาพที่ 8 แสดงกราฟ Two & Three Dimensions และ contour ส�ำหรับฟังก์ชัน  

 
ภาพท่ี 7 แสดงกราฟ

2. = − +
        

 
ภาพท่ี 8 แสดงกราฟ

3. = −    
  โดยท่ี 

 
ภาพท่ี 9 แสดงกราฟ

 
 
 
 
 
 
 
 
 

แสดงกราฟ Two & Three Dimensions และ contour สําหรับฟงกชัน
 

    โดยท่ี ∈ −  

แสดงกราฟ Two & Three Dimensions และ contour สําหรับฟงกชัน 
 

โดยท่ี ∈ −  

แสดงกราฟ Two & Three Dimensions และ contour สําหรับฟงกชัน 

 

สําหรับฟงกชัน     

 

สําหรับฟงกชัน      

 

สําหรับฟงกชัน      

	 3.	 f3 (x) = 2
x 
- 3  โดยที่  xi ∈ [- 5, 5]

ภาพที่ 9 แสดงกราฟ Two & Three Dimensions และ contour ส�ำหรับฟังก์ชัน  

 
ภาพท่ี 7 แสดงกราฟ

2. = − +
        

 
ภาพท่ี 8 แสดงกราฟ

3. = −    
  โดยท่ี 

 
ภาพท่ี 9 แสดงกราฟ

 
 
 
 
 
 
 
 
 

แสดงกราฟ Two & Three Dimensions และ contour สําหรับฟงกชัน
 

    โดยท่ี ∈ −  

แสดงกราฟ Two & Three Dimensions และ contour สําหรับฟงกชัน 
 

โดยท่ี ∈ −  

แสดงกราฟ Two & Three Dimensions และ contour สําหรับฟงกชัน 

 

สําหรับฟงกชัน     

 

สําหรับฟงกชัน      

 

สําหรับฟงกชัน      

ชวนพิศ  มังคละ 
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	 4.	 f4 (x) = ex 
+ 1 โดยที่  x ∈ [- 5, 5]   

ภาพที่ 10 แสดงกราฟ Two & Three Dimensions และ contour ส�ำหรับฟังก์ชัน  

4. = +   
   โดยท่ี 


ภาพท่ี 10 แสดงกราฟ

5.
=

=∑ 



 







   โดยท่ี 

 
ภาพท่ี 11 แสดงกราฟ

 

6.
=

 
= 
 
 
∑







 






   

 
ภาพท่ี 12 แสดงกราฟ

 
 
 
 
 

โดยท่ี ∈ −  

แสดงกราฟ Two & Three Dimensions และ contour สําหรับฟงกชัน 
 

โดยท่ี ∈ −  

แสดงกราฟ Two & Three Dimensions และ contour สําหรับฟงกชัน 

 
 
 
 



โดยท่ี ∈ −  

แสดงกราฟ Two & Three Dimensions และ contour สําหรับฟงกชัน 



สําหรับฟงกชัน      

 

สําหรับฟงกชัน      



สําหรับฟงกชัน      

4. = +   
   โดยท่ี 


ภาพท่ี 10 แสดงกราฟ

5.
=

=∑ 



 







   โดยท่ี 

 
ภาพท่ี 11 แสดงกราฟ

 

6.
=

 
= 
 
 
∑







 






   

 
ภาพท่ี 12 แสดงกราฟ

 
 
 
 
 

โดยท่ี ∈ −  

แสดงกราฟ Two & Three Dimensions และ contour สําหรับฟงกชัน 
 

โดยท่ี ∈ −  

แสดงกราฟ Two & Three Dimensions และ contour สําหรับฟงกชัน 

 
 
 
 



โดยท่ี ∈ −  

แสดงกราฟ Two & Three Dimensions และ contour สําหรับฟงกชัน 



สําหรับฟงกชัน      

 

สําหรับฟงกชัน      



สําหรับฟงกชัน      

	 5.	 f5 (x)  =		         โดยที่  x ∈ [- 100, 100]

   

	 6.	 f6 (x)  =			   โดยที่  x ∈ [- 100, 100]

4. = +   
   โดยท่ี 


ภาพท่ี 10 แสดงกราฟ

5.
=

=∑ 



 







   โดยท่ี 

 
ภาพท่ี 11 แสดงกราฟ

 

6.
=

 
= 
 
 
∑







 






   

 
ภาพท่ี 12 แสดงกราฟ

 
 
 
 
 

โดยท่ี ∈ −  

แสดงกราฟ Two & Three Dimensions และ contour สําหรับฟงกชัน 
 

โดยท่ี ∈ −  

แสดงกราฟ Two & Three Dimensions และ contour สําหรับฟงกชัน 

 
 
 
 



โดยท่ี ∈ −  

แสดงกราฟ Two & Three Dimensions และ contour สําหรับฟงกชัน 



สําหรับฟงกชัน      

 

สําหรับฟงกชัน      



สําหรับฟงกชัน      

4. = +   
   โดยท่ี 


ภาพท่ี 10 แสดงกราฟ

5.
=

=∑ 



 







   โดยท่ี 

 
ภาพท่ี 11 แสดงกราฟ

 

6.
=

 
= 
 
 
∑







 






   

 
ภาพท่ี 12 แสดงกราฟ

 
 
 
 
 

โดยท่ี ∈ −  

แสดงกราฟ Two & Three Dimensions และ contour สําหรับฟงกชัน 
 

โดยท่ี ∈ −  

แสดงกราฟ Two & Three Dimensions และ contour สําหรับฟงกชัน 

 
 
 
 



โดยท่ี ∈ −  

แสดงกราฟ Two & Three Dimensions และ contour สําหรับฟงกชัน 



สําหรับฟงกชัน      

 

สําหรับฟงกชัน      



สําหรับฟงกชัน      

ภาพที่ 11 แสดงกราฟ Two & Three Dimensions และ contour ส�ำหรับฟังก์ชัน  

ภาพที่ 12 แสดงกราฟ Two & Three Dimensions และ contour ส�ำหรับฟังก์ชัน  

4. = +   
   โดยท่ี 


ภาพท่ี 10 แสดงกราฟ

5.
=

=∑ 



 







   โดยท่ี 

 
ภาพท่ี 11 แสดงกราฟ

 

6.
=

 
= 
 
 
∑







 






   

 
ภาพท่ี 12 แสดงกราฟ

 
 
 
 
 

โดยท่ี ∈ −  

แสดงกราฟ Two & Three Dimensions และ contour สําหรับฟงกชัน 
 

โดยท่ี ∈ −  

แสดงกราฟ Two & Three Dimensions และ contour สําหรับฟงกชัน 

 
 
 
 



โดยท่ี ∈ −  

แสดงกราฟ Two & Three Dimensions และ contour สําหรับฟงกชัน 



สําหรับฟงกชัน      

 

สําหรับฟงกชัน      



สําหรับฟงกชัน      

ชวนพิศ  มังคละ 
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	 7.	 f7 (x)  =			     เมื่อ a  
= 3  โดยที่  x ∈ [- 1, 1]7.

α

=

 
= 
 
 
∑ 




 






  


ภาพท่ี 13 แสดงกราฟ

ผลการวิจัย 
ผลการคํานวณเพ่ือหาคาเหมาะสมท่ีสุด

Random Search: MPRS)  โดยเปรียบเทียบผลเฉลยท่ีเหมาะสมท่ีสุดกับระเบียบวิธีการแบงครึ่งชวง 
Method) ดังตารางท่ี 1  

 
Function Test 

 MPRS
= + −

       

= − +
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	 ตารางที่ 1 แสดงผลการค�ำนวณ MPRS และBisection Method กับฟังชันทดสอบ f1   -   f7

ชวนพิศ  มังคละ 

Error
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สรุปและอภิปรายผลการวิจัย
	 งานวิจัยนี้ได้น�ำเสนอการหาผลเฉลยของระบบสมการ 

ไม่เชงิเส้น ส�ำหรับฟังก์ชันหน่ึงตวัแปร โดยใช้การค้นแบบสุ่มหลายจดุ  

ซึ่งเป็นวิธีท่ีไม่ใช้อนุพันธ์ในการหาค�ำตอบ จากผลการทดลองได้น�ำ 

วิธีการค้นแบบสุ่มหลายจุด ไปทดสอบการแก้ปัญหาของระบบ 

สมการไม่เชิงเส้น กับฟังก์ชันทดสอบ 7 ฟังก์ชัน f1   -   f7   

จากตารางที่ 1 ได้แสดงค่าผลเฉลย Solution การท�ำซ�้ำ Iteration  

และค่า Error ในการหาค�ำตอบส�ำหรับวิธี Multi-point Random  

Search: MPRS จากการทดลองพบว่ามีการลู่เข้าสู่ค�ำตอบทั้งหมด  

6 ฟังก์ชัน คือ f1 ,f2 , f3 , f5, f6 , f7 เม่ือพิจารณาความแม่นย�ำ 

ของการท�ำซ�้ำ และ f4 , พบว่า ค�ำตอบของผลเฉลยลู่ออก และ 

Bisection Method จากการทดลองพบว่า มีการลู่เข้าสู่ค�ำตอบ 

ทั้งหมด 3 ฟังก์ชัน คือ f1 , f2 , f3 เม่ือพิจารณาความแม่นย�ำ 

ของการท�ำซ�้ำ และ f4 , f5, f6 , f7  พบว่า ค�ำตอบของผลเฉลยลู่ออก

	 จากผลการวิจัยพบว่า วิธีการค้นแบบสุ ่มหลายจุด 

มีประสิทธิภาพในการค้นหาค�ำตอบส�ำหรับระบบสมการไม่เชิงเส้น 

เส้นท่ีใช้ฟังก์ชันทดสอบ 7 ฟังก์ชัน พบว่า สามารถลู่เข้าสู่ค�ำตอบ 

ทั้งหมด 6 ฟังก์ชัน ซึ่งสะท้อนคุณสมบัติของฟังก์ชันที่มีจุดต�่ำสุด 

เฉพาะที่หรือจุดสูงสุดเฉพาะที่หลายจุด ซึ่งจุดเหล่านี้อาจจะอยู่ใกล ้

หรือไกลกัน ดังนั้นการหาค�ำตอบจึงข้ึนอยู่กับฟังก์ชันวัตถุประสงค ์

ซึ่งมีลักษณะความยากง่ายของแต่ละฟังก์ชันท่ีน�ำมาทดสอบ  

ในขณะที่ระเบียบวิธีแบ่งครึ่งช่วง (Bisection Method) การลู่เข้า 

ของค�ำตอบของผลเฉลยจะลู่เข้าได้ก็ต่อเมื่อฟังก์ชันที่มีลักษณะ 

ต�่ำสุดเฉพาะที่หรือจุดสูงสุดเฉพาะที่ที่อยู่ใกล้กันก็จะท�ำให้สามารถ 

หาค�ำตอบได้ง่ายและเร็ว แต่ถ้าฟังก์ชนัทีม่ตีวัแปรซบัซ้อนก็จะท�ำให้ 

หาค�ำตอบได้ยากหรือหาค�ำตอบไม่ได้เลย

ข้อเสนอแนะ
	 ในการศึกษาครั้งต่อไปเราสามารถปรับปรุงการหา 

ผลเฉลยของระบบสมการไม่เชิงเส้น ส�ำหรับฟังก์ชันหลายตัวแปร 

โดยใช้การค้นแบบสุ่มหลายจุดให้มีประสิทธิภาพมากขึ้น ซึ่งเป็น 

เรื่องที่น่าสนใจศึกษาต่อโดยเฉพาะการท�ำให้มีประสิทธิภาพส�ำหรับ 

การค�ำนวณฟังก์ชันหลายตัวแปร
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