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Techniques for Data Interpreting for Using Correlation

and Regression in Research
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Abstract

Correlation and regression are inferential statistics for studying the correlation between 2 variables or
more than 2 variables. Correlation analysis frequently used in social sciences research are simple correlation,
multiple correlation, simple regression and multiple regression. Using statistics for the correlation analysis are
based on principles of objective research and hypothesis, numbers of variables and data from measurement.
Principles for data interpreting for correlation and regression analysis are as follows: the interpretation should be
in accordance with research objective and hypothesis, the researcher should use simple and understandable
language, interpreted the numeric appeared and focus only on key findings. The researcher should have
knowledge and understanding basic assumptions for the use of statistics and data interpretation correctly. Using
techniques for data interpreting for using correlation and regression in research is very important because it will

make the research be accurate and reliable.

Keywords: Techniques for data interpreting, Correlation and regression
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Correlations

SUM2 VARO00001 VAR00002

SUM 2  Pearson Correlations 1 .839#* .800**

Sig. (2 —tailed) . .000 .000

n 30 30 30

VARO00001 Pearson Correlations .839%* 1 729%*

Sig. (2 —tailed) .000 . .000

n 30 30 30

VARO00002 Pearson Correlations  .800** 7129%* 1
Sig. (2 —tailed) .000 .000

n 30 29 30

** Correlations is significant at the 0.01 level (2-tailed)
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Model Summary

Model R R Square Adjusted R Std. Error of
Square The Estimate
1 .830%2 704 .694 420

a. Predictors : (Constant)

ANOVA'
Sum of df Mean Square F Sig.
Model
Squares
1 Regression 11.760 1 11.760 66.656 . Dooe
Residual 4.940 28 176
Total 16.700 29
a. Predictors : (Constant)
b.Dependent Variable
Coefficients "
Unstandardized Standardized
Coefficients Coefficients
Model B Std. Error Beta t Sig.
1 Constant 3.860 .252 .839 15.316 .000
suml .840 .103 8.164 .000

a. Dependent Variable :

WA 9 WA Print out ﬂﬁt’jlﬂﬂgﬁﬂﬁi‘lﬂﬂﬁlEJE)EJIW\N'WEJ

' g
1o a A ] ] @ o )
ﬂ1§1\1ﬁ 4 ﬂ'lﬁllllizﬁﬂ‘ﬁﬂ?iﬂﬂﬂﬁ)ﬂﬁ]ﬂﬂﬂﬂm@ﬁ@]'JLH_I‘JEHQﬂﬂﬂ1iﬁ1liﬂﬂ15ﬁﬂ‘ﬂﬂu

syyumalna
aunls b B SE;, t r
A 3.860 252 15.316 .000
91 840 839 103 8.164% .000
*p< .05
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M Linear Regression
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5 Right  Scale
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4* Right  Scale
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Selection Variable: Rt scale
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Regression Variables
Entered/Removed’
Variables Variables Method
Model Entered Removed
1 X Stepwise (Criteria: Probability-of-F-to-en ter< =
2 X, .050, Probability-of-F-to-remove > = .100)
a Dependent Variable: Y
Model Summary
Adjusted Std. Error of
Model R R square R square The Estimate
1 673" 452 433 2.97610
2 787" .619 591 2.52847
a. Predictors : (Constant) , X 1 Predictors : (Constant), Xl , Xz
ANOVA®
model Sum of Squares df  Mean Square F Sig
1 Regression 204.800 1 204.800 23.123 .000°
Residual 248.000 28 8.857
Total 452.800 29

1 11 2500 1 (A, - T.0.) 2561 | 43



maiansulanamsinizideyadmiumslfanduiusuaymsoaneslunsive NsasAREITNAAS VAT,

2 Regression 280.185 2 140.092 21.913 .000
Residual 172.615 27 6.393
Total 452.800 29

b

a.  Predictors : (Constant) , Xl ,Xz
b. Dependent Variable: Y

Coefficients "

Unstandardized Standardized
Coefficients Coefficients
Model B Std. Error Beta t Sig.

1 (Constant) 18.667 701 26.611 .000
Xl 5.333 1.109 673 4.809 .000
2 (Constant) 14.359 1.389 10.339 .000
X, 5.872 955 740 6.147 000
Xg 2.154 .627 414 3.434 .002

a.Dependent Variable: Y

Excluded Variables”

Partial Collinearity Statistics
Model Beta In t Sig. Correlation  Tolerance
1 X, 414" 3434 002 551 973

a Predictors in the Model: (Constant), Xg

b Dependent Variable: Y

~ v d a L4 A 3 @ 0
MNN 12 HAANTNITUATIEHNITOADDYINH AU NN X, X, X, Wuanlsiue uag

v Slusuilsau

{ " o a £ a o Y 9 =
@]151\1171 5 ﬂTﬁMﬂﬁgﬁﬂ‘ﬁﬂWfJQﬂﬂﬂﬂﬂJﬂfl@Tq iwulﬁ}uazgmum ﬂﬂﬂTiﬁTLﬁﬂﬂ?ﬁﬁﬂ‘}:ﬂ

Al b B,y SE, t p

fned 14.359 1.389 10.339 000
X4 5.872 955 740 6.147* .000
X, 2.154 627 414 3.434% 002
* p<.05
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