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Abstract
Methods of representing findings are rarely given careful consideration in applied linguistics. One
example is the general preference for hierarchies rather than networks to represent relationships
between concepts, largely because of the more easily understandable structure and seeming
objectivity of hierarchies. However, the purported objectivity of hierarchies is open to dispute on
several grounds. Networks, on the other hand, are the preferred way of representing relationships in
much of cognitive psychology, mainly because they fit the research results well and are more
empirically valid. Focusing on ways of representing organisation of concepts, this paper compares
the use of hierarchies and networks as methods of representing relationships with an example of how
each might be used to investigate topical relevance in aphasic discourse. It is concluded that, while
hierarchies are clearer and easier to work with, networks provide a more valid method of
representation.

Hierarchies and networks in applied linguistics
Language organises information, and the study of language necessarily entails the study of how
information is organised, including how conceptual knowledge is organised and how concepts relate to
each other. The study of organisation of concepts is also one of the main preoccupations of cognitive
psychology. The approaches used to describe the organisation of concepts in linguistics and cognitive
psychology, however, stand in contrast. Many proposed models of language processing especially at
the discourse level do not reflect the cognitive structures that must underpin the processing. An
example of this mismatch between models in applied linguistics and in cognitive psychology is the
frequent use of hierarchies in applied linguistics compared to the emphasis placed on networks in
cognitive psychology.

In this paper, I will compare the use of hierarchies and networks in describing the organisation of
concepts, with the main focus being on how relationships between concepts can be represented. I
hope to show that the more frequently used hierarchies are open to criticism on many grounds. An
alternative way of representing the organisation of concepts, namely, networks, on the other hand, is a
valid reflection of how people organise concepts in their minds, and thus networks may be preferable in
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many situations. Choosing between whether to use a hierarchy or a network to represent an
organisation of knowledge, however, is no easy matter.

The nature of hierarchies
Perhaps the most familiar hierarchy is the taxonomic classification of living organisms originally
proposed by Linnaeus. As with most hierarchies, the Linnaean classification is organised with a few
very general categories at the top, such as the animal and plant kingdoms. Below these are a larger
number of more specific categories, including the arthropod and mollusc phyla under the animal
kingdom. This pattern of each level down the hierarchy having a greater number of more specific items
is repeated throughout the Linnaean classification, so that, by the time we reach the bottom level of
species, the five kingdoms at the top have been divided and subdivided into a vast number of very
specific items.

Hierarchies, then, usually consist of a few (often only one) general categories at the top each of which
is divided into several more specific categories or members. This hierarchical pattern of general to
specific has also provided the basis for a lot of linguistic analysis. In semantics, for example, it is
common to find words organised into hierarchical structures as one way of analysing meanings (see
e.g. Lyons, 1977), and Figure 1 shows an example parallel to the Linnaean classification.

plant

tree

pine oak teak

Figure 1 A typical hierarchy

The relationships in both the Linnaean classification and Figure 1 are hyponymic. In Figure 1, pine is a
hyponym of tree, and conversely, tree is the superordinate of pine. Hyponymic relations can be defined
through entailment, so for Figure 1 the statements given in (1) are true.

(1) If X is a pine, X is a tree.
If X is a tree, X is not necessarily a pine.
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Hyponymy is not the only relation that can be used to build hierarchies. Since hierarchies represent
differences in levels of specificity, any relation that distinguishes between general and specific can be
used. Thus the hierarchical tree diagrams favoured by most models of syntax are based on meronymy
(part-whole relations), where noun phrases and verb phrases are parts of a sentence. Other possible
relations which can be used in hierarchies include entity-characteristic relations (e.g. elephant - big)
and identifier - identified relations (e.g. robot - C3PO). There are, then, a variety of bases for
constructing hierarchies, although hyponymy and meronymy predominate in linguistics.

The uses of hierarchies in applied linguistics
In addition to the hierarchies used in semantics and syntax discussed above, hierarchies have been
applied in many other areas of linguistics, starting with Roget’s lexicographic use of a hierarchy to
organise his thesaurus.

Within discourse analysis, hierarchies have also been influential. A vast range of approaches has used
hierarchies to explain the structure of discourse. For example, Sinclair and Coulthard’s (1975) influential
study of classroom discourse was predicated upon a hierarchical series of ranks in discourse with the
lesson being the highest rank and the act the lowest. A classroom lesson analysed following Sinclair
and Coulthard produces a hierarchy like Figure 2.

lesson

transaction 1 transaction 2 transaction 3 …

exchange 1 exchange 2 …

move 1 move 2 …

act 1 act 2 …

Figure 2 A hierarchical tree based on Sinclair and Coulthard (1975)

Other uses of hierarchies to analyse discourse include the following: texts have been described as a
series of hierarchically-organised propositions (Grabe, 1984; Kintsch and Keenan, 1973; Tomlin et al.,
1997); coherence can be viewed as a hierarchy with local coherence subordinate to global coherence
(Graesser et al., 1994); topics, it has been argued, are best thought of as macro-propositions
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consisting of sub-topics and sub-sub-topics (Ellis, 1983; van Dijk and Kintsch, 1983); and both
schemata (Long, 1989; Mann and Thompson, 1988; Slavin, 1994) and scripts (Abbott et al., 1985;
Whitney, 1998) have been described using hierarchies.

Similarly, hierarchies have been very influential in educational theory, which together with linguistics
provides much of the input into educational applied linguistics. Hierarchies have been used to describe
the various educational disciplines (Bruner, 1960; Mohan, 1986), to describe syllabi (Woods, 1996),
and to organise the teaching/learning process (Ausubel, 1963; Cole and Chan, 1987; Erickson, 1982).
For example, Mohan (1986: 89) represents the structure of school-level mathematics using a hierarchy
as shown in Figure 3.

Mathematics

Arithmetic Algebra Geometry

Points Lines Planes

Figure 3 A hierarchical structure for mathematics (from Mohan, 1986: 89)

Criticisms of hierarchies
Given this massive wealth and range of uses of hierarchies, most of which have proved to be valuable
and productive, why is there a need for a paper evaluating their value? It could be argued that the
productiveness of the analyses using hierarchies already proves their value, and so no re-assessment
of the use of hierarchies in applied linguistics is needed. However, there have also been several
criticisms of the use of hierarchies which should give us pause to think more deeply about whether we
should be using hierarchies as the basis of applied linguistic descriptions.

Some of these criticisms apply only to the use of hierarchies in specific areas. For example, we saw
above that hierarchies have been used to describe topics, but Hudson (1980) argues that in situations
where there is topic drift, in other words, where succeeding discourse moves seamlessly from one
topic to another with no clearly identifiable boundaries, no hierarchical structure is evident.
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A broader criticism of hierarchies is that they present a static picture of the world, whereas language
use is dynamic. Thus, if we describe a text in terms of a hierarchy, there are problems in describing
and explaining the sequence in which units in the hierarchy are introduced (van Lier, 1988).

The majority of criticisms, however, relate to the fact that hierarchies imply a very clear-cut view of
knowledge that is not true in the messy realities of the world. For example, the hierarchy shown in
Figure 1 appears clear-cut and indisputable. However, it is open to criticism. Firstly, the hierarchy
implies that plant is the immediate superordinate of tree, but there may actually be several intermediate
superordinates including woody plant and flowering plant. Secondly, if we add more concepts into
Figure 1, such as material used in making furniture, we see that pine, oak and teak are co-hyponyms of
two immediate superordinates, the relationship between which is unclear. Such cross-relationships,
which hierarchies cannot cope with, are common in the real world (Schank, 1975; Strahan, 1989).
Thirdly, there are frequently different principles available as the basis for organising a hierarchy. The
taxonomic hierarchy in Figure 1 may differ from the hierarchy for trees conceptualised by forest park
rangers who may categorise trees based on their health and fecundity rather than on species (Medin et
al., 1997). These different bases for relations between concepts mean that the supposedly objective
relations used to construct hierarchies frequently rely more on a researcher’s subjective interpretations
than on objectivity.

A further criticism of hierarchies is that a single hierarchy may include several different kinds of
relations. For example, the hierarchic schema in Figure 4 taken from Slavin (1994: 196) is problematic.

animals

nonmammals mammals

nonbison bison

physical description
• large
• wooly
• brown
• has short horns

food
• grass

habits
• travel in large herds

uses
• meat
• hides

Figure 4 A schema for the word bison from Slavin (1994: 196)
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In Figure 4, starting from the top, the first three levels are a taxonomic hierarchy based on hyponymic
relations. The bottom level, however, is not based on hyponymy even though no diagrammatic
distinction is made in the hierarchy to show any difference in relations between concepts. The relation
between bison and, say, grass is more akin to one of entity and characteristic where eating grass is a
characteristic of bison. Such mixing of different relations in hierarchies is quite common and clouds the
supposedly neat picture that they present.

A further problem with Figure 4 concerns why grass should be placed at a lower level in the hierarchy
than bison. We have seen that lower levels in hierarchies indicate items of a more specific nature, but is
grass really more specific than bison? We can easily imagine someone looking at the schema in Figure
4 and deciding to construct a similar one for grass which might look like Figure 5.

plants

nongrass grass

physical description uses
• green
• short

• food for bison

Figure 5 A schema for the word grass

In Figure 5, bison appears to be at a lower level in the hierarchy than grass in direct contrast to the
relation shown in Figure 4. Problems such as these mean that the ostensible objectivity of a hierarchy
may not actually be present and many hierarchies presented in the literature are suspect.

Reasons for using hierarchies
Having seen such a variety of criticisms of hierarchies, we are left with wondering why they are used so
frequently in linguistics. As all the work from a Chomskyan perspective has shown, logic and the use of
hierarchies can be powerful tools in analysing language.

The reason why Chomskyan syntax has been so successful rests on the fact that it provides theoretic,
rather than empiric, explanations (Scribner, 1979). Most of the progress made in syntax has come from
analyses of idealised language use rather than from analyses of messy real-world interaction. In
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applied linguistics, on the other hand, it is real rather than idealised language use that provides the
focus for analysis, and thus applied linguistics seeks empiric explanations. Whether the logic and
hierarchies used in Chomskyan approaches are relevant to the search for empiric explanations is
unclear.

Similarly, the hierarchical tree diagrams used in syntax are valid by definition. If you define a subject as
a component of a sentence, then the fact that a subject is a meronym of a sentence is self-evident by
definition. The exact nature of the subject and the sentence are irrelevant as far as constructing
meronymic hierarchies based on such meronymic definitions of syntactic components is concerned. In
other words, such syntactic descriptions are internally valid but are restricted to descriptions of
internalised I-language (Chomsky, 1988) divorced from context. In applied linguistics, on the other
hand, analyses generally involve the state of the world, the context, and often speaker meanings and
uses, as well as definitions of linguistic components. As such, applied linguistics is concerned with
synthetic propositions rather than the analytic propositions of theoretical syntax (Pyles and Algeo,
1973). The placement of synthetic propositions into purportedly objective hierarchies can be fraught
with problems. For example, statements whose meanings change depending on context cannot be
easily assigned a place in a hyponymic semantic hierarchy. Because of problems like this, even if the
use of hierarchies is valid in pure linguistics, we are still left searching for justifications of the use of
hierarchies in applied linguistics.

The only justification of choosing a hierarchy to represent information organisation that I have found in
the applied linguistics literature is given by Mohan (1986). In looking at ways to structure knowledge in
content-based language teaching, Mohan compares the use of hierarchies and networks to represent
information organisation. He chooses to use hierarchies in his analysis, arguing that “the main
difference is the orderliness and precision of the [hierarchy] compared to the unruly proliferation of the
[network]” (89). If the goal of an analysis, then, is to present a clear-cut and precise representation,
hierarchies are preferable to networks.

Mohan’s work, however, is just one of many in applied linguistics which have used hierarchies. The use
of hierarchies in other studies, however, is not explicitly justified by researchers. This implies that the
main reason for using hierarchies may be inertia. In other words, a hierarchy may be used in one study
because a previous similar study used hierarchies. This lack of any rationale for using hierarchies
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demands that the use of hierarchies be evaluated, and such an evaluation must compare the use of
hierarchies with the available alternatives.

The alternatives to hierarchies
A variety of ways of representing knowledge organisation within applied linguistics have been
suggested. For organising concepts, these suggestions have included grids or matrices, flow charts,
algorithms, hierarchical tree diagrams, and networks (Burgess, 1994; Graney, 1992; Mohan, 1986). Of
these, flow charts and algorithms can be used to describe processes, and grids are useful for
comparisons. For representing patterns of relationships in conceptual knowledge, then, we are left with
a choice of hierarchies (and their mathematically equivalent alternatives such as Venn-Euler diagrams,
see Lipschutz, 1964) and networks. Choosing between hierarchies and networks is a true choice in that
they can frequently be substituted for each other in the same applications, albeit providing a different
picture of the relationships. Some of the areas of discourse above which have been described using
hierarchies can also be described using networks. For example, schemata have been presented as
networks (e.g. Anderson and Pearson, 1984), and patterns of concepts in texts have also been
described using networks (e.g. de Beaugrande and Dressler, 1981; Hoey, 1991).

Indeed, the fact that some patterns of relationships can be represented either through hierarchies or
networks is such that, on occasion, it is unclear which is being used. For example, in analysing a large
corpus of keywords, Scott (1997) found that keywords can be grouped into clumps which are best
represented as networks. However, in a later article (Scott, 2000), using the same data and analysis, he
argued that the different clumps produce a hierarchical tree of concepts, despite the fact that there is
nothing in the data to indicate which of the clumps are specific and which general. Thus, Scott appears
to be trying to force a network into a hierarchical structure. On the other hand, Halliday (1973), in
presenting a hierarchical algorithm of options in language use, argues that the algorithm is a network.
In this case, Halliday is doing the opposite of Scott and attempting to pass off a hierarchy as a network.

Given the criticisms of hierarchies I have presented above and the fact that hierarchies and networks
may sometimes be used to describe the same patterns of relationships, let us now investigate the
applicability of networks as an alternative to hierarchies.

A brief history of networks
While networks are used relatively infrequently in applied linguistics, they are almost de rigueur as a
way of representing patterns of conceptual knowledge in cognitive psychology.
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The use of networks to represent the organisation of concepts in cognitive psychology grew out of a
dissatisfaction with hierarchies. In 1969, Collins and Quillian posited a mixture of hierarchies and
networks to represent conceptual organisation. The basic structure was a hierarchical tree diagram, but
at each of the nodes in the diagram other concepts were attached in the form of networks as shown in
Figure 6. They further posited that response times taken to link two concepts would be proportional to
the distance between the two concepts in the diagram. Their initial results suggested that this was true.

Has wings
Bird Can fly

Has feathers

Canary Can sing Ostrich Has long thin legs
Is yellow Is tall

Can’t fly

Figure 6 A mixed hierarchy and network (from Collins and Quillian, 1969)

However, Conrad (1972) took an alternative approach. Instead of predetermining the relationships
between concepts as a hierarchy, he asked subjects to describe certain concepts and drew up
networks of the concepts based on those descriptions. He then showed that these networks were
better predictors of response times than Collins and Quillian’s hierarchy. Since Conrad’s research,
networks have been more influential as ways of representing conceptual organisation in cognitive
psychology than hierarchies.

There have, however, been several progressively more complicated variations on the theme of
networks to represent the organisation of concepts. Initial models proposed a spreading activation
between nodes in a network (e.g. Collins and Loftus, 1975). In other words, activation of nodes in a
network spreads outwards along connections from one initially activated node to other nodes and then
outwards again from these newly activated nodes.

Further refinements to this spreading activation model incorporated the strength of connections
between nodes in the model (e.g. Anderson, 1980). In Collins and Quillian’s (1969) model described
above, the strength of a relationship between two concepts was posited as proportional to the distance
between the two concepts in the diagram. In other words, related concepts are seen as existing close
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to each other in semantic space while unrelated concepts are distant (Van Dijk, 1977). This way of
representing the extent of the relationship between two concepts as distance in semantic space can
still be found in some network models (e.g. Hofstadter, 1996), but more usually, strengths of
relationships are represented by weightings on connections. A strongly weighted connection indicates
a close relationship or closeness in semantic space between the two concepts it links. Yet further
refinements allowed the weightings of connections to be negative as well as positive (usually ranging
from -1 to +1) where a negative weighting inhibits the activation of the node to which it is linked, and
allowed activation to move backwards and forwards along connections rather than only spreading
outwards.

A more recent development of network models produces somewhat less intuitive models. Instead of
concepts being represented as nodes, the nodes themselves carry no meaning - instead, concepts are
represented by combinations of connections between nodes (McClelland and Rumelhart, 1985). Such
models are termed connectionist. Connectionist models are based on the metaphor of neurons in the
brain and, as with the brain, can be fearsomely complicated. In the brain, each of the 20 million
Purkinje cells can have up to 200,000 connections. Similarly, even a simple connectionist model can
contain thousands of connections.

Network models in cognitive psychology, then, largely originated from dissatisfaction with a hierarchical
model. The original simple network models have been continuously refined so that most present
models are very complicated. In the next section, I will present an example of a basic network to
illustrate most of the points discussed in this section. The model I will present is a spreading activation
model with positive and negative weightings on connections and with backwards and forwards
activation along connections. I will not attempt to present a connectionist model as the counter-
intuitiveness and complexities of connectionism make such models difficult to explain and understand,
but the example presented below could be reworked as a connectionist model relatively easily.

An example of a network
The example I will present here is very simple in that it consists of three nodes only. It aims to show how
the hyponymic relations underpinning many hierarchies may be represented as a network using
Schank’s (1975) concept of ISA (see also Schank and Abelson, 1975, 1977). The ISA relation relates a
hyponym to its superordinate, so from Figure 1 we can say pine ISA tree. Figure 7 shows a network
with three nodes and weighted two-way connections.
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poodle 0.4
0.5

 0.9   0.8 ISA
       0.5

my dog       - 0.8

Figure 7 An example of a simple network

In Figure 7, we can see that each of the three nodes is connected to each of the others and that each
connection has a number between -1 and +1 indicating its weighting. A high number (such as 0.9 from
my dog to poodle) indicates a close relationship between the two concepts at the nodes. A negative
weighting, on the other hand, means that activating the initial node (e.g. ISA) inhibits the activation of
another node (e.g. my dog). A negative weighting is given from ISA to my dog since my dog is not a
concept superordinate to any others.

To see how the network operates, let us suppose that I am thinking of my dog, in other words, my dog
is activated (i.e. there is a value at the my dog node of 1). This activation will spread along the
connections to other nodes giving an activation at the second node equivalent to the activation at the
first node multiplied by the weighting of the connection from the first to the second node. Thus, poodle
receives an activation of 1 (the level of activation of my dog) multiplied by 0.9 (the weighting on the
connection from my dog to poodle) or 0.9, and ISA receives an activation of 0.5. The activations of
poodle and ISA become new inputs into the spreading activation in addition to continued input from my
dog. For example, ISA, having received an activation of 0.5 from the first ‘round’ of spreading activation
originating from my dog, now receives further activation from both my dog and poodle. In this second
‘round’, ISA receives an activation of 0.5 from my dog and a further 0.36 (0.9 [the level of activation of
poodle] x 0.4 [the weighting on the connection from poodle to ISA]) from poodle. In each round, the
activation received by each node is:

Activation received at node A = ∑ ((the level of activation at each connected node) x
(weighting on the connection from the connected node to node A))

(see Best, 1999 for details)
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We can set a threshold for activation of, say, 0.8 (this threshold is necessary because following the
feedback loops of continuously spreading and respreading activation will eventually lead to limits of 0
or infinity), which, once reached, means the node is activated. Thus, my dog is activated from the initial
input of 1 and poodle is activated from the first ‘round’ of spreading activation when it reaches a value
of 0.9. ISA is not activated in the first ‘round’ (when it only receives 0.5 from my dog), but in the second
‘round’, ISA receives 0.5 from my dog and 0.36 from poodle giving a total of 0.86 which is above the
threshold level for activation.

The upshot of all this is that all three nodes are activated, meaning that every time my dog is activated,
ISA and poodle are also activated. In other words, thinking of my dog always brings the realisation that
my dog ISA poodle.

Arguments for and against networks
From even such a simple example as the three-node network in Figure 4, we can see that the use of
networks is not straightforward. It takes a fair amount of work to find out that activating my dog
activates my dog ISA poodle. In contrast, a simple hierarchy with poodle at the top and my dog at the
bottom would show the hyponymic relation clearly at a glance. The implications and meanings residing
in networks are generally not immediately apparent.

Furthermore, any sequencing of relations or concepts in a network like Figure 4 is unclear. I
summarised Figure 4 as showing my dog ISA poodle, but there is no reason within the network why it
could not be summarised as ISA poodle my dog or another variant. A network of concepts, then, does
not automatically include a syntax for sequencing the concepts. It is possible to redraw the network to
include such a sequence, but doing this would involve adding many extra nodes and connections,
making the network even more convoluted and opaque.

A third problem with networks is how to construct them. Figure 4 is a purely imaginary network that was
created to illustrate a point. Drawing up networks to describe and analyse real language data should
not rely on intuition. However, it is difficult to see how networks, and especially the weightings of
connections, could be constructed without relying on intuition. I will return to this point below.

Despite these problems with networks, they do have one massive advantage over hierarchies in
representing relationships between concepts. Networks predict research results well and so are likely
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to be better representations of how people really organise knowledge than hierarchies. For example,
there has been a lot of research using networks which has produced results matching people’s reading
performance and acquisition (e.g. Ans et al., 1998; McClelland and Rumelhart, 1981; McEneaney,
1994; Seidenberg, 1992). Other aspects of linguistics which have been validly modelled by networks
include child acquisition of German articles (McWhinney et al., 1989), learning of regular and irregular
forms of English verbs (Ellis and Schmidt, 1998), and ability to identify word boundaries (Christiansen et
al., 1998). If the goal of an analysis is to provide a valid and realistic picture of relationships among
concepts, networks should be used instead of hierarchies.

One further consequence of the predictive validity of networks can be viewed as either an advantage or
a disadvantage depending on perspective. Some of the research into describing aspects of language
using networks (e.g. McWhinney et al., 1989) has explicitly contrasted network models with rule-based
models. In many networks, and especially in connectionist models, there is no explicit manipulation of
symbol systems - in other words, there is no use of rules as they are usually understood in linguistics
(Sokolik, 1990). The research contrasting network models and rule-based models has generally shown
that networks explain human thinking better (e.g. Hunt, 1989; Ney and Pearson, 1990). If this is true and
generalisable to describing organisation of concepts and other aspects of linguistics, then the goal of
much linguistic research could change from a search for generalisable patterns expressible as rules to
constructing networks that describe data well and following the implications and meanings of these
networks. It should be stressed, however, that not all use of networks results in such an either-or choice
between networks and rules.

Lastly, unlike hierarchies, networks are not restricted to organising concepts on the basis of relations.
Hierarchies, as we have seen, can be built around a variety of general-specific relations, although to be
logically valid these relations should not be mixed in a single hierarchy as is the case in the schematic
hierarchy of Slavin (1994) discussed above. Networks can also be used to represent these relations
albeit less clearly than hierarchies. In addition, networks can also represent associations which cannot
be dealt with by hierarchies. For example, in a recent study Schmitt (1998) elicited association
responses to the word dark. The most frequent responses were light, night and fear. These
associations can easily be represented as a network by placing dark in a central node connected to
three peripheral nodes of light, night and fear. The weighting of the connection from dark to each of
these three concepts would be proportional to the frequency at which they were elicited as association
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responses. Further connections could be added to the network by eliciting association responses for
the three peripheral concepts.

The associations between dark, on the one hand, and light, night and fear, on the other, cannot be
represented in a single hierarchy. As opposites, dark and light are co-hyponyms of the same
superordinate, say, brightness; dark is a characteristic of night; and fear is an characteristic of dark.
Dark, then, is at a more specific level under two general concepts, brightness and night. Since there is
no relation holding between these two more general concepts and their relations with dark are not of
the same kind, we would need to separate them into two different hierarchies. So, while a set of
associations can be dealt with easily, the amount of variation of types in most associative sets means
that hierarchies are generally inappropriate as a way of representing associations. Given that both
relations and associations can be represented in networks, we can conclude that networks can deal
with a greater range of types of closeness between concepts than hierarchies.

An example of choosing between hierarchies and networks
So far in this paper, I have presented a range of arguments for and against both hierarchies and
networks. Unsurprisingly then, the choice of whether to use a hierarchy or a network in a description is
dependent on the particular analysis, its situation and its goals. To illustrate this, I will look at a very
small data set and compare the use of hierarchies and networks to describe it.

The example concerns topical relevance in aphasic speakers. Some kinds of semantic pragmatic
disorder result in aphasic speakers having difficulty keeping contributions relevant to a topic (Lesser
and Milroy, 1993). For example, in (2) taken from Stubbs (1986: 185), the contribution of B, an aphasic
patient, does not appear relevant to A’s question.

(2) A: Were these children in it?
B: I saw a baby chick trying to fly.

The problem here is how to measure whether B’s utterance is relevant to the topic of A’s question.
Relevance to a topic is manifested by succeeding concepts which are close in semantic space (Van
Dijk, 1977; Watson Todd, 1998). In other words, two succeeding concepts separated by a great
distance in semantic space can indicate a lack of topical relevance (although this is dependent on
context, see Levinson, 1983; Widdowson, 1979). The problem of measuring relevance, then, frequently
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resolves to identifying distance in semantic space, and ways of representing closeness between
concepts may be helpful in identifying this.

Let us start, then, by looking at how the concepts in (2) could be represented in a hierarchy. Keeping
things very simple and ignoring the unclear it and the functional rather than conceptual I, the main
concepts in (2) are children, baby chick and try to fly. Looking for relations between these three
concepts, we may identify try to fly as an characteristic of baby chick, but it is difficult to identify any
relation between children and the other two concepts. It should be noted that identifying relations like
these is not truly objective but relies to a certain extent on the analyst’s interpretation. Nevertheless, if
we accept that baby chick and try to fly exhibit a entity-characteristic relation and children is unrelated,
we can construct a hierarchy representing these relations as in Figure 8.

baby chick
children

try to fly

Figure 8 A hierarchical representation of (2)

In Figure 8, we can see a close general-specific relation for baby chick and try to fly, whereas children
is not placed within this hierarchy but is in a separate hierarchy on its own. This suggests that baby
chick and try to fly are close in semantic space, but children is distant from both these concepts.
Applying these distances in semantic space to (2), B’s utterance is internally topically relevant but is
not relevant to A’s question.

From this analysis, it appears that hierarchies can be used to aid analyses of topical relevance.
However, it should be stressed that in analysing (2), we are looking at only three concepts. For longer
stretches of data (and most stretches of data will be longer), the number of concepts involved will
increase, and there will be a concurrent increase in the likelihood that valid hierarchies linking concepts
on the basis of a single relation cannot be constructed.

Turning now to networks, if we attempt to make a network based solely on the data in (2), we end up
with three connected nodes for children, baby chick and try to fly. The weightings on the connections
must be high since the three concepts at the nodes are closely associated as they appear in the same
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short stretch of discourse. Any network based solely on a short stretch of discourse would show such
high levels of connectedness, irregardless of whether the discourse exhibited topical relevance or not.

We therefore need to look at ways of constructing a network which are based on data from outside the
extract. Such a network would act as a benchmark against which the extract could be compared. As
we have seen, one way in which this could be done is to build a network based on word associations.
However, this would require a large group of subjects from whom word associations could be elicited,
and even then, there is no guarantee that any association between, say, baby chick and try to fly would
be elicited.

An alternative way of constructing a benchmark network would be to create a network from the
language data of a large corpus. Concepts which are close in semantic space should co-occur in a
corpus relatively frequently. We could set a range of, say, 20 words as a span for counting co-
occurrences. The proportion of co-occurrences as a percentage of all occurrences of the concepts
would give us a measure of how closely two concepts are associated. Applying this method to children,
baby chick and try to fly using The COBUILD Bank of English corpus, unfortunately we find that the
phrases baby chick and try* to fly occur too infrequently to be of much use for analysis (6 and 87
occurrences respectively). I will therefore look at the number of co-occurrences within a span of 20
words of children, chick and fly (v). From the corpus, we find that 0.003% of occurrences of children
co-occur with chick, 0.062% of occurrences of children co-occur with fly (v), and 0.308% of
occurrences of chick co-occur with fly (v). From these proportions, we could draw up a network
converting the percentages of co-occurrences into weightings ranging from -1 to +1. Such a network
would show that connections between chick and fly (v) are most strongly weighted, while connections
between children and the other two concepts are more weakly, and perhaps even negatively,
weighted. The outcome of inputting the data from (2) into such a network would show that B’s response
in (2) is internally topically relevant but not relevant to A’s question. This finding matches the finding
concerning topical relevance obtained by using a hierarchy, but may be preferable as it is founded on
language data and avoids the perhaps subjective steps involved in identifying relations needed to
construct a hierarchy.

Conclusion
In the previous section, I hope that I have shown that the organisation of concepts in language data
can be represented as either a hierarchy or a network. Hierarchies are much easier to construct and
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understand, but their purported objectivity founded on the fact that relations like hyponymy are testable
through logic is suspect. With the exception of tautologous theoretic explanations, a large amount of
subjective interpretation may still be needed in constructing a hierarchy. Networks, on the other hand,
although laborious to construct and work with, are more empirically valid as they can be based on real
language data. For this reason, networks may present a truer picture of conceptual organisation than
hierarchies. In addition, their empirical foundations mirror the recent emphasis in linguistic research on
analyses of real language data as epitomised by corpus linguistics rather than analyses of made-up
examples.

The choice between hierarchies and networks, therefore, seems to come down to a choice between
providing a clear picture and providing a true picture. While this paper has focused on ways of
representing organisation of concepts, I believe that the arguments also apply to investigations in other
areas of applied linguistics. Since most research in applied linguistics aims to provide empirically valid
explanations of language use, careful consideration needs to be given as to whether the more difficult
but more valid network representations of data should be used in preference to the presently
predominant hierarchies.
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