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สาระสังเขป
 ในการทดสอบความแตกตางคาเฉลี่ยประชากรตั้งแต 3 ประชากรขึ้นไป โดยใชการวิเคราะหความแปรปรวน เมื่อผลการ

ทดสอบมีนัยสําคัญทางสถิติที่ระดับแอลฟา (
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Ó ÛÌÙ Ó Ú °é «Ä 

 ในการทดสอบความแตกต่างค่าเฉลี่ยประชากรต ัง้แต่ 3 ประชากรขึ้นไป  โดยใชก้ารวเิคราะหค์วามแปรปรวน  เมื่อผลการ

ทดสอบมนียัสาํคญัทางสถติทิี่ระดบัแอลฟา (α) ที่กาํหนดแลว้ นกัวจิยัตอ้งทาํการทดสอบเพื่อใหท้ราบว่าค่าเฉลี่ยของประชากรใดมี

ค่าแตกต่างจากค่าเฉลี่ยของประชากรที่ เหลอื  ซึ่ งเรียกวธิีการนี้ว่าการเปรียบเทยีบความแตกต่างค่าเฉลี่ยรายคู่  ท ัง้นี้จะตอ้งเลอืก

วธิกีารเปรยีบเทยีบที่ เหมาะสมมกีารควบคุมค่าความผดิพลาดประเภทที่  1 รวม ใหม้ค่ีาเท่ากบัค่าแอลฟาที่กาํหนดไว ้และมค่ีาอาํนาจ

ในการทดสอบที่ เหมาะสมดว้ย ในบทความนี้ ไดน้าํเสนอวธิีการต่าง ๆ ในการเปรียบเทยีบความแตกต่างค่าเฉลี่ยรายคู่  เพื่อเป็น

ประโยชนใ์นการเลอืกใชใ้หเ้หมาะสมต่อไป 

­öÛÓöÛ­Ú¶ : การเปรยีบเทยีบความแตกต่างค่าเฉลี่ยรายคู่ ความผดิพลาดประเภทที่  1 รวม ค่าอาํนาจการทดสอบ 

 

SUMMARY 

 In testing the difference of three or more population means by using the analysis of variance when the  

null hypothesis is rejected at a predetermine alpha level, called the test result is significant at the a level, the 

researcher have to test which population means are different from the rest. This method is called the post-

hoc multiple comparison tests, which can help the researcher to make conclusion about the greatest 

population mean. The researcher must select the appropriate method which can control the overall type I 

alpha rate equal to the predetermined alpha level and also reserve the power of the test. This article presents 

various methods of the post-hoc multiple comparison tests for the researcher to use appropriately in reporting 

the research results. 

  Keywords : Post-hoc multiple comparison tests, overall type I error rate, power of the test. 
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) ที่กําหนดแลว นักวิจัยตองทําการทดสอบเพื่อใหทราบวาคาเฉลี่ยของประชากรใดมีคา

แตกตางจากคาเฉลีย่ของประชากรทีเ่หลอื ซ่ึงเรียกวธีิการนีว้าการเปรียบเทียบความแตกตางคาเฉลีย่รายคู ทัง้นีจ้ะตองเลอืกวิธีการเปรียบ

เทียบที่เหมาะสม มีการควบคุมคาความผิดพลาดประเภทที่ 1 รวมใหมีคาเทากับคาแอลฟาที่กําหนดไว และมีคาอํานาจในการทดสอบที่

เหมาะสมดวย ในบทความนี้ไดนําเสนอวิธีการตาง ๆ ในการเปรียบเทียบความแตกตางคาเฉลี่ยรายคู เพื่อเปนประโยชนในการเลือกใช

ใหเหมาะสมตอไป

 คําสําคัญ : การเปรียบเทียบความแตกตางคาเฉลี่ยรายคู ; ความผิดพลาดประเภทที่ 1 รวม ; คาอํานาจการทดสอบ

SUMMARY
 In testing the difference of three or more population means by using the analysis of variance when the 

null hypothesis is rejected at a predetermined alpha level, called the test result is significant at the (
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บทนํา
 ในการทดสอบความแตกตางคาเฉลี่ยของประชากร

จํานวนตั้งแต 3  ประชากรขึ้นไป โดยใชสถิติทดสอบ F (F-test) 

สําหรับการวิเคราะหความแปรปรวน เปนการทดสอบความแตก

ตางคาเฉลี่ยทุกคาพรอม ๆ กัน โดยมีการตั้งสมมติฐานวางครั้ง

เดียว (Ho : µ
1 
...µ

K
) บางคร้ังเรียกสมมติฐานแบบนี้ว า 

Complete หรือ  Omnibus null hypothesis (Howell. 2007) 

ถาผลการทดสอบมนียัสาํคญัทางสถติ ิหรือปฏเิสธสมมติฐานวาง 

(Null hypothesis : Ho) แสดงวาจะตองมคีวามแตกตางระหวาง

คาเฉลี่ยดังกลาวเกิดขึ้น และวิธีการวิเคราะหความแปรปรวนดัง

กลาวสามารถควบคุมอัตราความผิดพลาดของการตัดสินใจ 

ประเภทที่ 1 (Type I error rate หรือ Overall error rate) ให

คงที่เทากับคาแอลฟาที่กําหนดไว (Pre- established 
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 level) 

บางคร้ังเรียกวิธีการทดสอบนี้วา Omnibus test (Hinkle, 

Wiersma and Jurs. 1994) หรือ Omnibus F-test  (Sheskin. 

2000) วิธีการทดสอบความแตกตางคาเฉลี่ยรายคูภายหลัง การ

วิเคราะหความแปรปรวนมีนัยสําคัญทางสถิติแลว เรียก Post-

hoc multiple comparison test หรือ Pairwise comparisons 

(Ott. 1993 ; Hinkle Wiersma and Jurs. 1994 : Field. 2009 ; 

Mayers, Well and Lorch. 2010) วิธีการทางสถิติสําหรับการ

เปรียบเทียบความแตกตางคาเฉลี่ยรายคูนี้มีหลายวิธีการ ซึ่งทุก

วิธีการที่ดีจะตองควบคุมใหมีโอกาสการตัดสินใจประเภทที่ 1 

(Overall 
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 rate) ผิดพลาดมีคาเทากับคาแอลฟาที่กําหนดไวใน

การวิเคราะหความแปรปรวน

 อตัราความผดิพลาดประเภทท่ี 1 (Type I Error Rate)

 ในการทดสอบความแตกตางคาเฉลี่ยรายคู หลังการ

ทดสอบสมมติฐานโดยใชการวิเคราะหความแปรปรวนมีนัย

สาํคญัทางสถติ ิวธีิการทีใ่ชจะตองสามารถควบคมุอตัราความผิด

พลาดประเภทท่ี 1 (Type I error rate) หรืออตัราความผดิพลาด
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2007) หรือ Experiment wist error rate (
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 E) (Hinkle, 

Wiersma and Jurs,. 1994 and Freud and Wilson. 2010) 

ซ่ึงเปนโอกาสของการกระทําความผิดพลาดประเภทท่ี 1 อยาง

นอยหนึง่คร้ังของชดุการเปรียบเทยีบ หรอืเปนโอกาสของชดุการ

เปรียบเทียบ (Set or Family of contrasts) จํานวน 1 ชุด จะ

มีการตัดสินใจผิดพลาดประเภทที่ 1 เกิดขึ้น  ซึ่งความผิดพลาด

แบบนี้เกิดข้ึนในการเปรียบเทียบความแตกตางคาเฉลี่ยจํานวน

หลายคาหรือหลายกลุมคาเฉลี่ย แลวไดขอสรุปของการเปรียบ

เทียบดังกลาว จํานวน 1 ชุด (Set หรือ Family) เชน การเปรียบ

เทียบ µ
1
 = µ

2
 , µ

2
 = µ

3
 , µ

3
 = µ

4
 จัดเปน 1 ชุดของการเปรียบ

เทียบ ซ่ึงโอกาสของชุดขอสรุปการเปรียบเทียบ ดังกลาว จะมี

อยางนอยที่เกิดโอกาสทําความผิดพลาดประเภทท่ี 1 ความผิด

พลาดนี้เรียก Familywise error rate (FWE)

 อยางไรก็ตามนักสถิติศาสตรบางทานไดใช คําว า 

Experiment alpha level แทนโอกาสการทําความผิดพลาด

ประเภทที่ 1 รวม ซึ่งเกิดจากการสะสมความผิดพลาดจากการ

ทดสอบสมมติฐานแตละคร้ังแยกกัน ซ่ึงคารวมดังกลาว โดย

ทั่วไปมีคามากกวาคาแอลฟาที่กําหนดไวจากการทดสอบแตละ

ครั้ง (Gravetter and Wallnau. 2007) 

 ถากําหนดให 
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 แทนอัตราความผิดพลาดของการ

ทดสอบความแตกตางคาเฉลี่ยรายคู 1  ครั้ง  ดังนั้นอัตราความ

ผิดพลาดของการทดสอบแตละครั้ง (PC) มีคา  
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population mean. The researcher must select the appropriate method which can control the overall type I 

alpha rate equal to the predetermined alpha level and also reserve the power of the test. This article presents 

various methods of the post-hoc multiple comparison tests for the researcher to use appropriately in reporting 

the research results. 

  Keywords : Post-hoc multiple comparison tests, overall type I error rate, power of the test. 
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 และถา

มีการทดสอบดังกลาวจํานวนหลายครั้ง  แตละครั้งมีความเปน

อิสระตอกัน (Independent or orthogonal contrasts) เชน 

ทดสอบจํานวน k คร้ัง  สามารถคาํนวณ FWE ไดดงันี ้(Mayers, 

Well and Lorch. 2010)

 FWE = P (มีความผิดพลาดประเภทที่ 1 เกิดขึ้นจากชุด

การทดสอบ)

ÃÀÂöÛ 

 ในการทดสอบความแตกต่างค่าเฉลี่ ยของประชากร

จาํนวนต ัง้แต่ 3  ประชากรขึ้นไป โดยใชส้ถติทิดสอบ F (F-

test) สาํหรบัการวเิคราะหค์วามแปรปรวน เป็นการทดสอบ

ความแตกต่างค่าเฉลี่ ยทุกค่าพรอ้ม ๆ ก ัน โดยมีการ

ต ัง้สมมตฐิานว่างคร ัง้เดยีว (HO : µ1 …µK) บางคร ัง้เรียก

สมมติฐานแบบนี้ว่า complete หรือ  omnibus null 

hypothesis (Howell. 2007) ถา้ผลการทดสอบมนียัสาํคญั

ทางสถติ ิ หรือปฏเิสธสมมตฐิานว่าง (null hypothesis : 

Ho) แสดงว่าจะตอ้งมคีวามแตกต่างระหว่างค่าเฉลี่ยดงักล่าว

เกดิขึ้น และวธิกีารวเิคราะหค์วามแปรปรวนดงักลา่วสามารถ

ควบคุมอตัราความผดิพลาดของการตดัสนิใจ ประเภทที่  1 

(type I error rate หรือ overall error rate) ใหค้งที่

เท่ากบัค่าแอลฟาที่กาํหนดไว ้(Pre- established α level) 

บางคร ัง้เรียกวธิีการทดสอบนี้ว่า omnibus test (Hinkle, 

Wiersma and Jurs. 1994) หรือ omnibus F-test  

(Sheskin. 2000) วธิกีารทดสอบความแตกต่างค่าเฉลี่ยราย

คู่ภายหลงั การวเิคราะหค์วามแปรปรวนมนียัสาํคญัทางสถติิ

แลว้ เรียก Post-hoc multiple comparison test หรอื 

Pairwise comparisons (Ott. 1993 ; Hinkle Wiersma 

and Jurs. 1994 : Field 2009 ; Mayers, Well and 

Lorch, 2010) วธิกีารทางสถติสิาํหรบัการเปรียบเทยีบความ

แตกต่างค่าเฉลี่ ยรายคูนี้ มีหลายวิธีการ ซึ่ งทุกวิธีการที่ ดี

จะตอ้งควบคุมใหโ้อกาสของการตดัสนิใจผดิพลาดประเภทที่ 

1 (overall α rate) มค่ีาเท่ากบัค่าแอลฟาที่กาํหนดไวใ้นการ

วเิคราะหค์วามแปรปรวน Ö Ú¾ÌÛ­ÐÛÊÅß½Ç ÎÛ½ÄÌÙ é ÉÀÀàñ 1 

(Type I Error Rate) 

 ในการทดสอบความแตกต่างค่าเฉลี่ ยรายคู่ หลงัการ

ทดสอบสมมติฐานโดยใชก้ารวิเคราะหค์วามแปรปรวนมี

นยัสาํคญัทางสถติ ิวธิีการที่ ใชจ้ะตอ้งสามารถควบคุมอตัรา

ความผดิพลาดประเภทที่  1 (type I error rate) หรืออตัรา

ความผดิพลาดรวม (overall error rate) ใหม้ค่ีาคงที่ เท่ากบั

ค่าแอลฟาหรือระดบันยัสาํคญัที่กาํหนดไวใ้นการวเิคราะห์

ความแปรปรวน โดยท ัว่ไปอตัราความผดิพลาดประเภทที่  1 

นิยมแบ่งออกเป็น 2 แบบ แบบที่  1 เรียก comparison 

error rate (Hinkle, Wiersma and Jurs.  1994) error 

 

rate per comparison (PC) (Howell, 2007) หรือ error 

rate per contrast (EC) (Mayers, Well and Lorch, 

2010) เป็นอตัรา­ÐÛÊÅß½Ç ÎÛ½ÄÌÙ é ÉÀÀàñ  1 ของการ

เปรียบเทียบความแตกต่างค่าเฉลี่ ยแต่ละคู่ เช่น ในการ

ทดสอบความแตกต่างค่าเฉลี่ ย 2 ประชาก โดยใชส้ถิติ

ทดสอบ t และมกีารปฏเิสธสมมตฐิานว่าง (H0) ที่  α = .05 

ดงันั้นที่ มีอตัราความผิดพลาดของการเปรียบเทียบคร ัง้นี้

เท่ากบั .05 ­ÐÛÊÅß½Ç ÎÛ½ê Ã Ã Ààñ 2 เรียก familywise 

error rate (FWE หรือ FW) (Mayers, Well and Lorch. 

2010 ; Howell, 2007) หรือ  experiment error rate  

(α E) (Hinkle, Wiersma and Jurs,. 1994 Freud and 

Wilson. 2010)  ซึ่ งเป็นโอกาสของการกระทาํความ

ผิดพลาดประเภทที่   1 อย่างนอ้ยหนึ่ งคร ัง้ของชุดการ

เปรยีบเทยีบ หรอืเป็นโอกาสของชดุการเปรยีบเทยีบ (set or 

family of contrasts) จาํนวน 1 ชุด จะมกีารตดัสนิใจ

ผดิพลาด 1 เกดิขึ้น  ซึ่ งความผดิพลาดแบบนี้ เกิดขึ้นในการ

เปรียบเทียบความแตกต่างค่าเฉลี่ ยจาํนวนหลายค่าหรือ

หลายกลุม่ ค่าเฉลี่ ย แลว้ไดข้อ้สรุปของการเปรียบเทียบ

ดงักล่าว จาํนวน 1 ชุด (set หรือ family) เช่น การ

เปรียบเทยีบ µ1 = µ2 , µ2 = µ3 , µ3 = µ4 จดัเป็น 1 ชุด

ของการเปรียบเทียบ ซึ่ งโอกาสของชุดของขอ้สรุปการ

เปรียบเทยีบ ดงักล่าว  จะมอีย่างนอ้ยที่ เกิดโอกาสทาํความ

ผิดพล าดป ร ะ เ ภทที่   1   คว ามผิดพล าดนี้ เ รี ย ก  

familywise error rate (FWE) 

 อย่างไรก็ตามนักสถิติศาสตร์บางท่านไดใ้ชค้ ําว่ า 

experiment alpha level แทนโอกาสการทาํความ

ผิดพลาดประเภทที่  1 รวม ซึ่ งเกิดจากการสะสมความ

ผดิพลาดจากการทดสอบสมมตฐิานแต่ละคร ัง้แยกกนั ซึ่ งค่า

รวมดงักล่าว  โดยท ัว่ไปมค่ีามากกว่าค่าแอลฟาที่กาํหนดไว ้

จากการทดสอบแต่ละคร ัง้ (Gravetter and Wallnau. 

2007)  

 ถา้กําหนดให ้α แทนอตัราความผิดพลาดของการ

ทดสอบความแตกต่างค่าเฉลี่ยรายคู่ 1  คร ัง้  ดงันัน้อตัรา

ความผดิพลาดของการทดสอบแต่ละคร ัง้ (PC) มค่ีา  α = 

α′ และถา้มกีารทดสอบดงักล่าวจาํนวนหลายคร ัง้  แต่ละ

คร ัง้มคีวามเป็นอสิระต่อกนั (Independent or orthogonal 
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    = 1-P (ไมมีความผิดพลาดประเภทที่ 1 จากชุด

การทดสอบ)

    = 1-P (ไมมีความผิดพลาดประเภทที่ 1 ในการ

ทดสอบหนึ่งครั้ง)k

 ดังนั้น โอกาสของการตัดสินใจผิดพลาดประเภทท่ี 1  

ของการทดสอบหนึ่งครั้งก็คือ Comparison wise error rate  

(

ÐßÁàªÛÌé ÄÌàËÃ é ÀàËÃ­ÐÛÊê ¾ª¾’Û°­’Û é ²ÎàñËÌÛË­ä’Ô ÎÚª ªÛÌÐßé ­ÌÛÙ Ô –­ÐÛÊê ÄÌÄÌÐÂ 

Post-hoc Multiple Comparison Tests 
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Ó ÛÌÙ Ó Ú °é «Ä 

 ในการทดสอบความแตกต่างค่าเฉลี่ยประชากรต ัง้แต่ 3 ประชากรขึ้นไป  โดยใชก้ารวเิคราะหค์วามแปรปรวน  เมื่อผลการ

ทดสอบมนียัสาํคญัทางสถติทิี่ระดบัแอลฟา (α) ที่กาํหนดแลว้ นกัวจิยัตอ้งทาํการทดสอบเพื่อใหท้ราบว่าค่าเฉลี่ยของประชากรใดมี

ค่าแตกต่างจากค่าเฉลี่ยของประชากรที่ เหลอื  ซึ่ งเรียกวธิีการนี้ว่าการเปรียบเทยีบความแตกต่างค่าเฉลี่ยรายคู่  ท ัง้นี้จะตอ้งเลอืก

วธิกีารเปรยีบเทยีบที่ เหมาะสมมกีารควบคุมค่าความผดิพลาดประเภทที่  1 รวม ใหม้ค่ีาเท่ากบัค่าแอลฟาที่กาํหนดไว ้และมค่ีาอาํนาจ

ในการทดสอบที่ เหมาะสมดว้ย ในบทความนี้ ไดน้าํเสนอวธิีการต่าง ๆ ในการเปรียบเทยีบความแตกต่างค่าเฉลี่ยรายคู่  เพื่อเป็น

ประโยชนใ์นการเลอืกใชใ้หเ้หมาะสมต่อไป 

­öÛÓöÛ­Ú¶ : การเปรยีบเทยีบความแตกต่างค่าเฉลี่ยรายคู่ ความผดิพลาดประเภทที่  1 รวม ค่าอาํนาจการทดสอบ 

 

SUMMARY 

 In testing the difference of three or more population means by using the analysis of variance when the  

null hypothesis is rejected at a predetermine alpha level, called the test result is significant at the a level, the 

researcher have to test which population means are different from the rest. This method is called the post-

hoc multiple comparison tests, which can help the researcher to make conclusion about the greatest 

population mean. The researcher must select the appropriate method which can control the overall type I 

alpha rate equal to the predetermined alpha level and also reserve the power of the test. This article presents 

various methods of the post-hoc multiple comparison tests for the researcher to use appropriately in reporting 

the research results. 

  Keywords : Post-hoc multiple comparison tests, overall type I error rate, power of the test. 
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ÃÀÂöÛ 

 ในการทดสอบความแตกต่างค่าเฉลี่ ยของประชากร

จาํนวนต ัง้แต่ 3  ประชากรขึ้นไป โดยใชส้ถติทิดสอบ F (F-

test) สาํหรบัการวเิคราะหค์วามแปรปรวน เป็นการทดสอบ

ความแตกต่างค่าเฉลี่ ยทุกค่าพรอ้ม ๆ ก ัน โดยมีการ

ต ัง้สมมตฐิานว่างคร ัง้เดยีว (HO : µ1 …µK) บางคร ัง้เรียก

สมมติฐานแบบนี้ว่า complete หรือ  omnibus null 

hypothesis (Howell. 2007) ถา้ผลการทดสอบมนียัสาํคญั

ทางสถติ ิ หรือปฏเิสธสมมตฐิานว่าง (null hypothesis : 

Ho) แสดงว่าจะตอ้งมคีวามแตกต่างระหว่างค่าเฉลี่ยดงักล่าว

เกดิขึ้น และวธิกีารวเิคราะหค์วามแปรปรวนดงักลา่วสามารถ

ควบคุมอตัราความผดิพลาดของการตดัสนิใจ ประเภทที่  1 

(type I error rate หรือ overall error rate) ใหค้งที่

เท่ากบัค่าแอลฟาที่กาํหนดไว ้(Pre- established α level) 

บางคร ัง้เรียกวธิีการทดสอบนี้ว่า omnibus test (Hinkle, 

Wiersma and Jurs. 1994) หรือ omnibus F-test  

(Sheskin. 2000) วธิกีารทดสอบความแตกต่างค่าเฉลี่ยราย

คู่ภายหลงั การวเิคราะหค์วามแปรปรวนมนียัสาํคญัทางสถติิ

แลว้ เรียก Post-hoc multiple comparison test หรอื 

Pairwise comparisons (Ott. 1993 ; Hinkle Wiersma 

and Jurs. 1994 : Field 2009 ; Mayers, Well and 

Lorch, 2010) วธิกีารทางสถติสิาํหรบัการเปรียบเทยีบความ

แตกต่างค่าเฉลี่ ยรายคูนี้ มีหลายวิธีการ ซึ่ งทุกวิธีการที่ ดี

จะตอ้งควบคุมใหโ้อกาสของการตดัสนิใจผดิพลาดประเภทที่ 

1 (overall α rate) มค่ีาเท่ากบัค่าแอลฟาที่กาํหนดไวใ้นการ

วเิคราะหค์วามแปรปรวน Ö Ú¾ÌÛ­ÐÛÊÅß½Ç ÎÛ½ÄÌÙ é ÉÀÀàñ 1 

(Type I Error Rate) 

 ในการทดสอบความแตกต่างค่าเฉลี่ ยรายคู่ หลงัการ

ทดสอบสมมติฐานโดยใชก้ารวิเคราะหค์วามแปรปรวนมี

นยัสาํคญัทางสถติ ิวธิีการที่ ใชจ้ะตอ้งสามารถควบคุมอตัรา

ความผดิพลาดประเภทที่  1 (type I error rate) หรืออตัรา

ความผดิพลาดรวม (overall error rate) ใหม้ค่ีาคงที่ เท่ากบั

ค่าแอลฟาหรือระดบันยัสาํคญัที่กาํหนดไวใ้นการวเิคราะห์

ความแปรปรวน โดยท ัว่ไปอตัราความผดิพลาดประเภทที่  1 

นิยมแบ่งออกเป็น 2 แบบ แบบที่  1 เรียก comparison 

error rate (Hinkle, Wiersma and Jurs.  1994) error 

 

rate per comparison (PC) (Howell, 2007) หรือ error 

rate per contrast (EC) (Mayers, Well and Lorch, 

2010) เป็นอตัรา­ÐÛÊÅß½Ç ÎÛ½ÄÌÙ é ÉÀÀàñ  1 ของการ

เปรียบเทียบความแตกต่างค่าเฉลี่ ยแต่ละคู่ เช่น ในการ

ทดสอบความแตกต่างค่าเฉลี่ ย 2 ประชาก โดยใชส้ถิติ

ทดสอบ t และมกีารปฏเิสธสมมตฐิานว่าง (H0) ที่  α = .05 

ดงันั้นที่ มีอตัราความผิดพลาดของการเปรียบเทียบคร ัง้นี้

เท่ากบั .05 ­ÐÛÊÅß½Ç ÎÛ½ê Ã Ã Ààñ 2 เรียก familywise 

error rate (FWE หรือ FW) (Mayers, Well and Lorch. 

2010 ; Howell, 2007) หรือ  experiment error rate  

(α E) (Hinkle, Wiersma and Jurs,. 1994 Freud and 

Wilson. 2010)  ซึ่ งเป็นโอกาสของการกระทาํความ

ผิดพลาดประเภทที่   1 อย่างนอ้ยหนึ่ งคร ัง้ของชุดการ

เปรยีบเทยีบ หรอืเป็นโอกาสของชดุการเปรยีบเทยีบ (set or 

family of contrasts) จาํนวน 1 ชุด จะมกีารตดัสนิใจ

ผดิพลาด 1 เกดิขึ้น  ซึ่ งความผดิพลาดแบบนี้ เกิดขึ้นในการ

เปรียบเทียบความแตกต่างค่าเฉลี่ ยจาํนวนหลายค่าหรือ

หลายกลุม่ ค่าเฉลี่ ย แลว้ไดข้อ้สรุปของการเปรียบเทียบ

ดงักล่าว จาํนวน 1 ชุด (set หรือ family) เช่น การ

เปรียบเทยีบ µ1 = µ2 , µ2 = µ3 , µ3 = µ4 จดัเป็น 1 ชุด

ของการเปรียบเทียบ ซึ่ งโอกาสของชุดของขอ้สรุปการ

เปรียบเทยีบ ดงักล่าว  จะมอีย่างนอ้ยที่ เกิดโอกาสทาํความ

ผิดพล าดป ร ะ เ ภทที่   1   คว ามผิดพล าดนี้ เ รี ย ก  

familywise error rate (FWE) 

 อย่างไรก็ตามนักสถิติศาสตร์บางท่านไดใ้ชค้ ําว่ า 

experiment alpha level แทนโอกาสการทาํความ

ผิดพลาดประเภทที่  1 รวม ซึ่ งเกิดจากการสะสมความ

ผดิพลาดจากการทดสอบสมมตฐิานแต่ละคร ัง้แยกกนั ซึ่ งค่า

รวมดงักล่าว  โดยท ัว่ไปมค่ีามากกว่าค่าแอลฟาที่กาํหนดไว ้

จากการทดสอบแต่ละคร ัง้ (Gravetter and Wallnau. 

2007)  

 ถา้กําหนดให ้α แทนอตัราความผิดพลาดของการ

ทดสอบความแตกต่างค่าเฉลี่ยรายคู่ 1  คร ัง้  ดงันัน้อตัรา
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คร ัง้มคีวามเป็นอสิระต่อกนั (Independent or orthogonal 

) หรือ Error rate per contrast (EC) นั้นเอง โดยทั่วไป
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 ในการทดสอบความแตกต่างค่าเฉลี่ยประชากรต ัง้แต่ 3 ประชากรขึ้นไป  โดยใชก้ารวเิคราะหค์วามแปรปรวน  เมื่อผลการ

ทดสอบมนียัสาํคญัทางสถติทิี่ระดบัแอลฟา (α) ที่กาํหนดแลว้ นกัวจิยัตอ้งทาํการทดสอบเพื่อใหท้ราบว่าค่าเฉลี่ยของประชากรใดมี

ค่าแตกต่างจากค่าเฉลี่ยของประชากรที่ เหลอื  ซึ่ งเรียกวธิีการนี้ว่าการเปรียบเทยีบความแตกต่างค่าเฉลี่ยรายคู่  ท ัง้นี้จะตอ้งเลอืก

วธิกีารเปรยีบเทยีบที่ เหมาะสมมกีารควบคุมค่าความผดิพลาดประเภทที่  1 รวม ใหม้ค่ีาเท่ากบัค่าแอลฟาที่กาํหนดไว ้และมค่ีาอาํนาจ

ในการทดสอบที่ เหมาะสมดว้ย ในบทความนี้ ไดน้าํเสนอวธิีการต่าง ๆ ในการเปรียบเทยีบความแตกต่างค่าเฉลี่ยรายคู่  เพื่อเป็น

ประโยชนใ์นการเลอืกใชใ้หเ้หมาะสมต่อไป 

­öÛÓöÛ­Ú¶ : การเปรยีบเทยีบความแตกต่างค่าเฉลี่ยรายคู่ ความผดิพลาดประเภทที่  1 รวม ค่าอาํนาจการทดสอบ 

 

SUMMARY 

 In testing the difference of three or more population means by using the analysis of variance when the  

null hypothesis is rejected at a predetermine alpha level, called the test result is significant at the a level, the 

researcher have to test which population means are different from the rest. This method is called the post-

hoc multiple comparison tests, which can help the researcher to make conclusion about the greatest 

population mean. The researcher must select the appropriate method which can control the overall type I 

alpha rate equal to the predetermined alpha level and also reserve the power of the test. This article presents 

various methods of the post-hoc multiple comparison tests for the researcher to use appropriately in reporting 

the research results. 

  Keywords : Post-hoc multiple comparison tests, overall type I error rate, power of the test. 
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 ในการทดสอบความแตกต่างค่าเฉลี่ ยของประชากร

จาํนวนต ัง้แต่ 3  ประชากรขึ้นไป โดยใชส้ถติทิดสอบ F (F-

test) สาํหรบัการวเิคราะหค์วามแปรปรวน เป็นการทดสอบ

ความแตกต่างค่าเฉลี่ ยทุกค่าพรอ้ม ๆ ก ัน โดยมีการ

ต ัง้สมมตฐิานว่างคร ัง้เดยีว (HO : µ1 …µK) บางคร ัง้เรียก

สมมติฐานแบบนี้ว่า complete หรือ  omnibus null 

hypothesis (Howell. 2007) ถา้ผลการทดสอบมนียัสาํคญั

ทางสถติ ิ หรือปฏเิสธสมมตฐิานว่าง (null hypothesis : 

Ho) แสดงว่าจะตอ้งมคีวามแตกต่างระหว่างค่าเฉลี่ยดงักล่าว

เกดิขึ้น และวธิกีารวเิคราะหค์วามแปรปรวนดงักลา่วสามารถ

ควบคุมอตัราความผดิพลาดของการตดัสนิใจ ประเภทที่  1 

(type I error rate หรือ overall error rate) ใหค้งที่

เท่ากบัค่าแอลฟาที่กาํหนดไว ้(Pre- established α level) 

บางคร ัง้เรียกวธิีการทดสอบนี้ว่า omnibus test (Hinkle, 

Wiersma and Jurs. 1994) หรือ omnibus F-test  

(Sheskin. 2000) วธิกีารทดสอบความแตกต่างค่าเฉลี่ยราย

คู่ภายหลงั การวเิคราะหค์วามแปรปรวนมนียัสาํคญัทางสถติิ

แลว้ เรียก Post-hoc multiple comparison test หรอื 

Pairwise comparisons (Ott. 1993 ; Hinkle Wiersma 

and Jurs. 1994 : Field 2009 ; Mayers, Well and 

Lorch, 2010) วธิกีารทางสถติสิาํหรบัการเปรียบเทยีบความ

แตกต่างค่าเฉลี่ ยรายคูนี้ มีหลายวิธีการ ซึ่ งทุกวิธีการที่ ดี

จะตอ้งควบคุมใหโ้อกาสของการตดัสนิใจผดิพลาดประเภทที่ 

1 (overall α rate) มค่ีาเท่ากบัค่าแอลฟาที่กาํหนดไวใ้นการ

วเิคราะหค์วามแปรปรวน Ö Ú¾ÌÛ­ÐÛÊÅß½Ç ÎÛ½ÄÌÙ é ÉÀÀàñ 1 

(Type I Error Rate) 

 ในการทดสอบความแตกต่างค่าเฉลี่ ยรายคู่ หลงัการ

ทดสอบสมมติฐานโดยใชก้ารวิเคราะหค์วามแปรปรวนมี

นยัสาํคญัทางสถติ ิวธิีการที่ ใชจ้ะตอ้งสามารถควบคุมอตัรา

ความผดิพลาดประเภทที่  1 (type I error rate) หรืออตัรา

ความผดิพลาดรวม (overall error rate) ใหม้ค่ีาคงที่ เท่ากบั

ค่าแอลฟาหรือระดบันยัสาํคญัที่กาํหนดไวใ้นการวเิคราะห์

ความแปรปรวน โดยท ัว่ไปอตัราความผดิพลาดประเภทที่  1 

นิยมแบ่งออกเป็น 2 แบบ แบบที่  1 เรียก comparison 

error rate (Hinkle, Wiersma and Jurs.  1994) error 

 

rate per comparison (PC) (Howell, 2007) หรือ error 

rate per contrast (EC) (Mayers, Well and Lorch, 

2010) เป็นอตัรา­ÐÛÊÅß½Ç ÎÛ½ÄÌÙ é ÉÀÀàñ  1 ของการ

เปรียบเทียบความแตกต่างค่าเฉลี่ ยแต่ละคู่ เช่น ในการ

ทดสอบความแตกต่างค่าเฉลี่ ย 2 ประชาก โดยใชส้ถิติ

ทดสอบ t และมกีารปฏเิสธสมมตฐิานว่าง (H0) ที่  α = .05 

ดงันั้นที่ มีอตัราความผิดพลาดของการเปรียบเทียบคร ัง้นี้

เท่ากบั .05 ­ÐÛÊÅß½Ç ÎÛ½ê Ã Ã Ààñ 2 เรียก familywise 

error rate (FWE หรือ FW) (Mayers, Well and Lorch. 

2010 ; Howell, 2007) หรือ  experiment error rate  

(α E) (Hinkle, Wiersma and Jurs,. 1994 Freud and 

Wilson. 2010)  ซึ่ งเป็นโอกาสของการกระทาํความ

ผิดพลาดประเภทที่   1 อย่างนอ้ยหนึ่ งคร ัง้ของชุดการ

เปรยีบเทยีบ หรอืเป็นโอกาสของชดุการเปรยีบเทยีบ (set or 

family of contrasts) จาํนวน 1 ชุด จะมกีารตดัสนิใจ

ผดิพลาด 1 เกดิขึ้น  ซึ่ งความผดิพลาดแบบนี้ เกิดขึ้นในการ

เปรียบเทียบความแตกต่างค่าเฉลี่ ยจาํนวนหลายค่าหรือ

หลายกลุม่ ค่าเฉลี่ ย แลว้ไดข้อ้สรุปของการเปรียบเทียบ

ดงักล่าว จาํนวน 1 ชุด (set หรือ family) เช่น การ

เปรียบเทยีบ µ1 = µ2 , µ2 = µ3 , µ3 = µ4 จดัเป็น 1 ชุด

ของการเปรียบเทียบ ซึ่ งโอกาสของชุดของขอ้สรุปการ

เปรียบเทยีบ ดงักล่าว  จะมอีย่างนอ้ยที่ เกิดโอกาสทาํความ

ผิดพล าดป ร ะ เ ภทที่   1   คว ามผิดพล าดนี้ เ รี ย ก  

familywise error rate (FWE) 

 อย่างไรก็ตามนักสถิติศาสตร์บางท่านไดใ้ชค้ ําว่ า 

experiment alpha level แทนโอกาสการทาํความ

ผิดพลาดประเภทที่  1 รวม ซึ่ งเกิดจากการสะสมความ

ผดิพลาดจากการทดสอบสมมตฐิานแต่ละคร ัง้แยกกนั ซึ่ งค่า

รวมดงักล่าว  โดยท ัว่ไปมค่ีามากกว่าค่าแอลฟาที่กาํหนดไว ้

จากการทดสอบแต่ละคร ัง้ (Gravetter and Wallnau. 

2007)  

 ถา้กําหนดให ้α แทนอตัราความผิดพลาดของการ

ทดสอบความแตกต่างค่าเฉลี่ยรายคู่ 1  คร ัง้  ดงันัน้อตัรา

ความผดิพลาดของการทดสอบแต่ละคร ัง้ (PC) มค่ีา  α = 

α′ และถา้มกีารทดสอบดงักล่าวจาํนวนหลายคร ัง้  แต่ละ

คร ัง้มคีวามเป็นอสิระต่อกนั (Independent or orthogonal 

) k โดย k 

เทากบั จํานวนคร้ังของการเปรียบเทยีบ และ  
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วเิคราะหค์วามแปรปรวน Ö Ú¾ÌÛ­ÐÛÊÅß½Ç ÎÛ½ÄÌÙ é ÉÀÀàñ 1 

(Type I Error Rate) 
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error rate (Hinkle, Wiersma and Jurs.  1994) error 

 

rate per comparison (PC) (Howell, 2007) หรือ error 

rate per contrast (EC) (Mayers, Well and Lorch, 

2010) เป็นอตัรา­ÐÛÊÅß½Ç ÎÛ½ÄÌÙ é ÉÀÀàñ  1 ของการ
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ดงันั้นที่ มีอตัราความผิดพลาดของการเปรียบเทียบคร ัง้นี้

เท่ากบั .05 ­ÐÛÊÅß½Ç ÎÛ½ê Ã Ã Ààñ 2 เรียก familywise 

error rate (FWE หรือ FW) (Mayers, Well and Lorch. 

2010 ; Howell, 2007) หรือ  experiment error rate  

(α E) (Hinkle, Wiersma and Jurs,. 1994 Freud and 

Wilson. 2010)  ซึ่ งเป็นโอกาสของการกระทาํความ

ผิดพลาดประเภทที่   1 อย่างนอ้ยหนึ่ งคร ัง้ของชุดการ

เปรยีบเทยีบ หรอืเป็นโอกาสของชดุการเปรยีบเทยีบ (set or 

family of contrasts) จาํนวน 1 ชุด จะมกีารตดัสนิใจ

ผดิพลาด 1 เกดิขึ้น  ซึ่ งความผดิพลาดแบบนี้ เกิดขึ้นในการ

เปรียบเทียบความแตกต่างค่าเฉลี่ ยจาํนวนหลายค่าหรือ

หลายกลุม่ ค่าเฉลี่ ย แลว้ไดข้อ้สรุปของการเปรียบเทียบ

ดงักล่าว จาํนวน 1 ชุด (set หรือ family) เช่น การ

เปรียบเทยีบ µ1 = µ2 , µ2 = µ3 , µ3 = µ4 จดัเป็น 1 ชุด

ของการเปรียบเทียบ ซึ่ งโอกาสของชุดของขอ้สรุปการ

เปรียบเทยีบ ดงักล่าว  จะมอีย่างนอ้ยที่ เกิดโอกาสทาํความ

ผิดพล าดป ร ะ เ ภทที่   1   คว ามผิดพล าดนี้ เ รี ย ก  

familywise error rate (FWE) 

 อย่างไรก็ตามนักสถิติศาสตร์บางท่านไดใ้ชค้ ําว่ า 

experiment alpha level แทนโอกาสการทาํความ

ผิดพลาดประเภทที่  1 รวม ซึ่ งเกิดจากการสะสมความ

ผดิพลาดจากการทดสอบสมมตฐิานแต่ละคร ัง้แยกกนั ซึ่ งค่า

รวมดงักล่าว  โดยท ัว่ไปมค่ีามากกว่าค่าแอลฟาที่กาํหนดไว ้

จากการทดสอบแต่ละคร ัง้ (Gravetter and Wallnau. 

2007)  

 ถา้กําหนดให ้α แทนอตัราความผิดพลาดของการ

ทดสอบความแตกต่างค่าเฉลี่ยรายคู่ 1  คร ัง้  ดงันัน้อตัรา

ความผดิพลาดของการทดสอบแต่ละคร ัง้ (PC) มค่ีา  α = 

α′ และถา้มกีารทดสอบดงักล่าวจาํนวนหลายคร ัง้  แต่ละ

คร ัง้มคีวามเป็นอสิระต่อกนั (Independent or orthogonal 

 เปนอตัราความ

ผิดพลาดของการทดสอบแตละครั้ง

 ถาการเปรียบเทยีบทุกคูไมมคีวามเปนอสิระตอกนั เฉพาะ

คา Error rate comparison (PC ) จะมีคาคงที่ไมเปลี่ยนแปลง 

แตคา FWE มีคาเปลี่ยนแปลงเกิดขึ้น  โดยทั่วไปสามารถกําหนด

คา FWE ไวดังนี้ PC ≤ FWE ≤ k 
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Ó ÛÌÙ Ó Ú °é «Ä 

 ในการทดสอบความแตกต่างค่าเฉลี่ยประชากรต ัง้แต่ 3 ประชากรขึ้นไป  โดยใชก้ารวเิคราะหค์วามแปรปรวน  เมื่อผลการ

ทดสอบมนียัสาํคญัทางสถติทิี่ระดบัแอลฟา (α) ที่กาํหนดแลว้ นกัวจิยัตอ้งทาํการทดสอบเพื่อใหท้ราบว่าค่าเฉลี่ยของประชากรใดมี

ค่าแตกต่างจากค่าเฉลี่ยของประชากรที่ เหลอื  ซึ่ งเรียกวธิีการนี้ว่าการเปรียบเทยีบความแตกต่างค่าเฉลี่ยรายคู่  ท ัง้นี้จะตอ้งเลอืก

วธิกีารเปรยีบเทยีบที่ เหมาะสมมกีารควบคุมค่าความผดิพลาดประเภทที่  1 รวม ใหม้ค่ีาเท่ากบัค่าแอลฟาที่กาํหนดไว ้และมค่ีาอาํนาจ

ในการทดสอบที่ เหมาะสมดว้ย ในบทความนี้ ไดน้าํเสนอวธิีการต่าง ๆ ในการเปรียบเทยีบความแตกต่างค่าเฉลี่ยรายคู่  เพื่อเป็น

ประโยชนใ์นการเลอืกใชใ้หเ้หมาะสมต่อไป 

­öÛÓöÛ­Ú¶ : การเปรยีบเทยีบความแตกต่างค่าเฉลี่ยรายคู่ ความผดิพลาดประเภทที่  1 รวม ค่าอาํนาจการทดสอบ 

 

SUMMARY 

 In testing the difference of three or more population means by using the analysis of variance when the  

null hypothesis is rejected at a predetermine alpha level, called the test result is significant at the a level, the 

researcher have to test which population means are different from the rest. This method is called the post-

hoc multiple comparison tests, which can help the researcher to make conclusion about the greatest 

population mean. The researcher must select the appropriate method which can control the overall type I 

alpha rate equal to the predetermined alpha level and also reserve the power of the test. This article presents 

various methods of the post-hoc multiple comparison tests for the researcher to use appropriately in reporting 

the research results. 

  Keywords : Post-hoc multiple comparison tests, overall type I error rate, power of the test. 
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 (Howell.  2007)

 สมมติฐานวาการทดสอบความแตกตางเฉลี่ยรายคู  

จํานวน 10 ครั้ง แตละครั้งใช Comparison wise error rate 

เทากับ 
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 เมื่อแทนคาในสูตรดังกลาวจะไดผลการคํานวณ         

ดังตารางขางลาง (Ott. 1993)

contrasts) เช่น ทดสอบจาํนวน k คร ัง้  สามารถคาํนวณ 

FWE ไดด้งันี้ (Mayers, Well and Lorch. 2010) 

 FWE = P (มคีวามผดิพลาดประเภทที่  1 เกดิขึ้น

จากชดุการทดสอบ) 

   = 1-P (ไม่มคีวามผดิพลาดประเภทที่  1 จาก

ชดุการทดสอบ) 

   = 1-P (ไม่มคีวามผิดพลาดประเภทที่  1 ใน

การทดสอบหนึ่ งคร ัง้)k 

 ดงันั้น โอกาสของการตดัสนิใจผดิพลาดประเภทที่   1  

ของการทดสอบหนึ่ งคร ัง้ก็คือ comparison wise error 

rate (α′ ) หรือ error rate per contrast (EC) นั้นเอง 

โดยท ัว่ไปสูตรคาํนวณ  FWE มดีงันี้ (Sheskin.  2000) 

Familywise error rate (FWE) = 1-(1-EC)k หรือ

experiment  error rate (αE) = 1-(1-α′ ) k โดย k 

เท่ากบั จาํนวนคร ัง้ของการเปรียบเทยีบ และ α′ เป็นอตัรา

ความผดิพลาดของการทดสอบแต่ละคร ัง้ 

 ถา้การเปรียบเทียบทุกคู่ไม่มีความเป็นอิสระต่อกนั 

เฉพาะค่า error rate comparison (PC ) จะมค่ีาคงที่ ไม่

เปลี่ ยนแปลง แต่ค่า FWE มีค่าเปลี่ ยนแปลงเกิดขึ้น  

โดยท ัว่ไปสามารถกาํหนดค่า FWE ไวด้งันี้  PC ≤ FWE ≤ 

k α (Howell.  2007) 

 สมมติฐานว่าการทดสอบความแตกต่างเฉลี่ ยรายคู ่

จาํนวน 10 คร ัง้ แต่ละคร ัง้ใช ้comparison error rate 

เท่ากบั α  เมื่อแทนค่าในสูตรดงักล่าวจะไดผ้ลการคาํนวณ  

ดงัตารางขา้งลา่ง (Ott. 1993) 

จาํนวนคร ัง้ของการทดสอบความ

แตกต่างค่าเฉลี่ยคู่ 

โอกาสของการเกิด 

Type I error rate  

.10 .05 .01 

1 .100 .050 .010 

2 .190 0.92 .020 

3 .271 .143 .030 

4 .344 .185 .039 

5 .410 .226 0.49 

: : : : 

: : : : 

10 .651 .401 .096 

 จากตารางพบว่า  ถา้พจิารณาการทดสอบท ัง้ 10 คร ั้ง 

จะไดค่้า familywise error rate (FWE) เท่ากบั .651 .401 

หรือ .096 ถา้กาํหนด  comparison error rate (α) 

เท่ากบั .10 .05 หรือ .01 ตามลาํดบั นัน้ก็คือ ถา้ค่าเฉลี่ ย

ประชากรมีค่าเท่ากนั โอกาสของการตดัสินใจ ผิดพลาด

อย่างนยั 1 คร ัง้ หรือมากกว่าจากการทดสอบรวม 10 คร ั้ง 

มค่ีาเท่ากบั .651 .401 หรือ .096 ซึ่ งจะเหน็ไดว้่าค่า FWE  

มค่ีามากกว่าค่า α (หรือ comparison error rate หรือ 

error rate per contrast : EC) ดงันัน้ วธิกีารเปรียบเทยีบ

ความแตกต่างค่าเฉลี่ ยรายคู่ที่ เหมาะสมจะตอ้งควบคุม

โอกาสของการตดัสนิใจผดิพลาดประเภทที่  1 (FWE) ของ

การทดสอบท ัง้ชุดมากกว่าการควบคุมความผดิพลาดของ

การทดสอบแต่ละคร ัง้ (EC) นั้นเอง 

 อย่างไรก็ตามในการทดสอบความแตกต่างค่าเฉลี่ยราย

คู่ สบืเนื่ องจากการวเิคราะหค์วามแปรปรวนเป็นการทดสอบ

ที่ ไมเ่ป็นอสิระซึ่ ง FWE อาจจะมค่ีานอ้ยกว่า 1-(1-α) k จงึมี

การประมาณค่า FWE โดยใชสู้ตร (Hinkle Wiersma and 

Jurs. 1994 ; Sheskin. 2000) 

α′ = k(α)  …………………………….(2) 

 สูตรนี้สามารถคาํนวณหาค่า α ที่ ใชใ้นการทดสอบความ

แตกต่างค่าเฉลี่ ยแต่ละคร ัง้ (เรียก comparison error 

rate) ใหม้ค่ีาเท่ากบัค่าแอลฟา  ที่กาํหนดไวใ้นการวเิคราะห์

ความแปรปรวน (pre- established level) ไดโ้ดยการนาํ
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K

E
    
α′

=α …………………………….(3) 
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 (หรือ 

Comparison  wise error rate หรือ Error rate per contrast 

: EC) ดังนั้น วิธีการเปรียบเทียบความแตกตางคาเฉลี่ยรายคูที่

เหมาะสมจะตองควบคุมโอกาสของการตัดสินใจผิดพลาด

ประเภทที่ 1 (FWE) ของการทดสอบทั้งชุดมากกวาการควบคุม

ความผิดพลาดของการทดสอบแตละครั้ง (EC) นั้นเอง

 อยางไรก็ตามในการทดสอบความแตกตางคาเฉลี่ยราย

คูสบืเนือ่งจากการวเิคราะหความแปรปรวน เปนการทดสอบท่ีไม

เปนอิสระซ่ึง FWE อาจจะมีคานอยกวา 1-(1-
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) k จึงมีการ

ประมาณคา FWE โดยใชสูตร (Hinkle Wiersma and Jurs. 

1994 and Sheskin. 2000)
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 ในการทดสอบความแตกต่างค่าเฉลี่ ยของประชากร

จาํนวนต ัง้แต่ 3  ประชากรขึ้นไป โดยใชส้ถติทิดสอบ F (F-

test) สาํหรบัการวเิคราะหค์วามแปรปรวน เป็นการทดสอบ

ความแตกต่างค่าเฉลี่ ยทุกค่าพรอ้ม ๆ ก ัน โดยมีการ

ต ัง้สมมตฐิานว่างคร ัง้เดยีว (HO : µ1 …µK) บางคร ัง้เรียก

สมมติฐานแบบนี้ว่า complete หรือ  omnibus null 

hypothesis (Howell. 2007) ถา้ผลการทดสอบมนียัสาํคญั

ทางสถติ ิ หรือปฏเิสธสมมตฐิานว่าง (null hypothesis : 

Ho) แสดงว่าจะตอ้งมคีวามแตกต่างระหว่างค่าเฉลี่ยดงักล่าว

เกดิขึ้น และวธิกีารวเิคราะหค์วามแปรปรวนดงักลา่วสามารถ

ควบคุมอตัราความผดิพลาดของการตดัสนิใจ ประเภทที่  1 

(type I error rate หรือ overall error rate) ใหค้งที่

เท่ากบัค่าแอลฟาที่กาํหนดไว ้(Pre- established α level) 

บางคร ัง้เรียกวธิีการทดสอบนี้ว่า omnibus test (Hinkle, 

Wiersma and Jurs. 1994) หรือ omnibus F-test  

(Sheskin. 2000) วธิกีารทดสอบความแตกต่างค่าเฉลี่ยราย

คู่ภายหลงั การวเิคราะหค์วามแปรปรวนมนียัสาํคญัทางสถติิ

แลว้ เรียก Post-hoc multiple comparison test หรอื 

Pairwise comparisons (Ott. 1993 ; Hinkle Wiersma 

and Jurs. 1994 : Field 2009 ; Mayers, Well and 

Lorch, 2010) วธิกีารทางสถติสิาํหรบัการเปรียบเทยีบความ

แตกต่างค่าเฉลี่ ยรายคูนี้ มีหลายวิธีการ ซึ่ งทุกวิธีการที่ ดี

จะตอ้งควบคุมใหโ้อกาสของการตดัสนิใจผดิพลาดประเภทที่ 

1 (overall α rate) มค่ีาเท่ากบัค่าแอลฟาที่กาํหนดไวใ้นการ

วเิคราะหค์วามแปรปรวน Ö Ú¾ÌÛ­ÐÛÊÅß½Ç ÎÛ½ÄÌÙ é ÉÀÀàñ 1 

(Type I Error Rate) 

 ในการทดสอบความแตกต่างค่าเฉลี่ ยรายคู่ หลงัการ

ทดสอบสมมติฐานโดยใชก้ารวิเคราะหค์วามแปรปรวนมี

นยัสาํคญัทางสถติ ิวธิีการที่ ใชจ้ะตอ้งสามารถควบคุมอตัรา

ความผดิพลาดประเภทที่  1 (type I error rate) หรืออตัรา

ความผดิพลาดรวม (overall error rate) ใหม้ค่ีาคงที่ เท่ากบั

ค่าแอลฟาหรือระดบันยัสาํคญัที่กาํหนดไวใ้นการวเิคราะห์
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 ในการทดสอบความแตกต่างค่าเฉลี่ยประชากรต ัง้แต่ 3 ประชากรขึ้นไป  โดยใชก้ารวเิคราะหค์วามแปรปรวน  เมื่อผลการ

ทดสอบมนียัสาํคญัทางสถติทิี่ระดบัแอลฟา (α) ที่กาํหนดแลว้ นกัวจิยัตอ้งทาํการทดสอบเพื่อใหท้ราบว่าค่าเฉลี่ยของประชากรใดมี

ค่าแตกต่างจากค่าเฉลี่ยของประชากรที่ เหลอื  ซึ่ งเรียกวธิีการนี้ว่าการเปรียบเทยีบความแตกต่างค่าเฉลี่ยรายคู่  ท ัง้นี้จะตอ้งเลอืก

วธิกีารเปรยีบเทยีบที่ เหมาะสมมกีารควบคุมค่าความผดิพลาดประเภทที่  1 รวม ใหม้ค่ีาเท่ากบัค่าแอลฟาที่กาํหนดไว ้และมค่ีาอาํนาจ

ในการทดสอบที่ เหมาะสมดว้ย ในบทความนี้ ไดน้าํเสนอวธิีการต่าง ๆ ในการเปรียบเทยีบความแตกต่างค่าเฉลี่ยรายคู่  เพื่อเป็น

ประโยชนใ์นการเลอืกใชใ้หเ้หมาะสมต่อไป 

­öÛÓöÛ­Ú¶ : การเปรยีบเทยีบความแตกต่างค่าเฉลี่ยรายคู่ ความผดิพลาดประเภทที่  1 รวม ค่าอาํนาจการทดสอบ 

 

SUMMARY 

 In testing the difference of three or more population means by using the analysis of variance when the  

null hypothesis is rejected at a predetermine alpha level, called the test result is significant at the a level, the 

researcher have to test which population means are different from the rest. This method is called the post-

hoc multiple comparison tests, which can help the researcher to make conclusion about the greatest 

population mean. The researcher must select the appropriate method which can control the overall type I 

alpha rate equal to the predetermined alpha level and also reserve the power of the test. This article presents 

various methods of the post-hoc multiple comparison tests for the researcher to use appropriately in reporting 

the research results. 

  Keywords : Post-hoc multiple comparison tests, overall type I error rate, power of the test. 
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 ทีใ่ชในการทดสอบความ

แตกตางคาเฉลี่ยแตละครั้ง (เรียก Comparison wise error 

rate) ใหมีคาเทากับคาแอลฟา ที่กําหนดไวในการวิเคราะหความ

แปรปรวน (Pre- established level) ไดโดยการนําจํานวนครั้ง

ของการทดสอบ (k) ไปหาร FWE เชนถา FWE มีคาเทากับ .05 

ดังนั้น  Comparison-wise error rate (
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) ของการทดสอบ

แตละครั้งจะมีคาเทากับ .05/10 = .005 ดังนั้น จึงคํานวณหาคา 

Comparison wise error rate จากสูตร

    
........................................(2)

 ซึ่งสูตรนี้เรียก Bonferroni correction (Field. : 2009) 

โปรดสังเกตวากระบวนการควบคุม FWE ดังกลาวมาแลว คอน

ขางเปนการอนุรักษอยางมาก (Extremely conservative) ซึ่ง

อาจมีผลทําใหการทดสอบความแตกตางคาเฉลี่ยรายคูไมมีนัย

สําคัญทางสถิติเกิดขึ้น แมวาผลการทดสอบ F-test จากการ

วิเคราะหความแปรปรวนมีนัยสําคัญทางสถิติก็ตาม นอกจากนี้

การปรับใหคาความผดิพลาดประเภทที ่ 1 ลดลงจะมผีลทําใหคา

ความผิดพลาดประเภทที ่2 (Type ll error) เพิม่ข้ึนหรือคาอาํนาจ

การทดสอบ (Power of the test) มีคาลดลงดวย

 เนื่องจากมีวิธีการทางสถิติหลายวิธีที่ใชในการทดสอบ

ความแตกตางคาเฉลี่ยรายคู นักวิจัยจึงควรใชเกณฑเหลานี้ใน

contrasts) เช่น ทดสอบจาํนวน k ครัง้  สามารถคาํนวณ 
FWE ไดด้งัน้ี (Mayers, Well and Lorch. 2010) 
 FWE = P (มคีวามผดิพลาดประเภทที่  1 เกิดขึ้น
จากชดุการทดสอบ) 
   = 1-P (ไม่มคีวามผดิพลาดประเภทที่ 1 จาก
ชดุการทดสอบ) 
   = 1-P (ไม่มีความผิดพลาดประเภทที่  1 ใน
การทดสอบหนึ่ งคร ัง้)k 

 ดงันัน้ โอกาสของการตดัสินใจผิดพลาดประเภทที่   1  
ของการทดสอบหนึ่ งคร ัง้ก็คือ comparison wise error 
rate (α ) หรือ error rate per contrast (EC) นัน้เอง 
โดยท ัว่ไปสูตรคาํนวณ  FWE มดีงัน้ี (Sheskin.  2000) 
Familywise error rate (FWE) = 1-(1-EC)k หรือ
experiment  error rate (αE) = 1-(1-α ) k โดย k 
เท่ากบั จาํนวนครัง้ของการเปรียบเทยีบ และ α เป็นอตัรา
ความผดิพลาดของการทดสอบแต่ละคร ัง้ 
 ถา้การเปรียบเทียบทุกคู่ไม่มีความเป็นอิสระต่อกัน 
เฉพาะค่า error rate comparison (PC ) จะมค่ีาคงที่ ไม่
เปลี่ ยนแปลง แต่ค่า FWE มีค่าเปลี่ ยนแปลงเกิดขึ้น  
โดยท ัว่ไปสามารถกาํหนดค่า FWE ไวด้งัน้ี PC ≤ FWE ≤ 
k α (Howell.  2007) 
 สมมติฐานว่าการทดสอบความแตกต่างเฉลี่ ยรายคู่ 
จาํนวน 10 ครัง้ แต่ละครัง้ใช ้comparison error rate 
เท่ากบั α  เมื่ อแทนค่าในสูตรดงักลา่วจะไดผ้ลการคาํนวณ  
ดงัตารางขา้งลา่ง (Ott. 1993) 

จาํนวนครัง้ของการทดสอบความ
แตกต่างค่าเฉลี่ยคู่ 

โอกาสของการเกิด 
Type I error rate  
.10 .05 .01 

1 .100 .050 .010 
2 .190 0.92 .020 
3 .271 .143 .030 
4 .344 .185 .039 
5 .410 .226 0.49 
: : : : 
: : : : 

10 .651 .401 .096 

 จากตารางพบว่า  ถา้พิจารณาการทดสอบทัง้ 10 ครัง้ 
จะไดค่้า familywise error rate (FWE) เท่ากบั .651 .401 
หรือ .096 ถา้กาํหนด  comparison error rate (α) 
เท่ากบั .10 .05 หรือ .01 ตามลาํดบั นัน้ก็คือ ถา้ค่าเฉลี่ย
ประชากรมีค่าเท่ากนั โอกาสของการตดัสินใจ ผิดพลาด
อย่างนยั 1 ครัง้ หรือมากกว่าจากการทดสอบรวม 10 ครัง้ 
มค่ีาเท่ากบั .651 .401 หรือ .096 ซึ่ งจะเหน็ไดว้่าค่า FWE  
มค่ีามากกว่าค่า α (หรือ comparison error rate หรือ 
error rate per contrast : EC) ดงันัน้ วธิีการเปรียบเทยีบ
ความแตกต่างค่าเฉลี่ ยรายคู่ที่ เหมาะสมจะตอ้งควบคุม
โอกาสของการตดัสินใจผิดพลาดประเภทที่  1 (FWE) ของ
การทดสอบท ัง้ชุดมากกว่าการควบคุมความผิดพลาดของ
การทดสอบแต่ละคร ัง้ (EC) นัน้เอง 
 อย่างไรก็ตามในการทดสอบความแตกต่างค่าเฉลี่ยราย
คู่ สบืเน่ืองจากการวเิคราะหค์วามแปรปรวนเป็นการทดสอบ
ที่ ไม่เป็นอสิระซึ่ ง FWE อาจจะมค่ีานอ้ยกว่า 1-(1-α) k จงึมี
การประมาณค่า FWE โดยใชสู้ตร (Hinkle Wiersma and 
Jurs. 1994 ; Sheskin. 2000) 
    α = k(α)  …………………………….(2) 
 สูตรนี้สามารถคาํนวณหาค่า α ที่ ใชใ้นการทดสอบความ
แตกต่างค่าเฉลี่ยแต่ละครัง้ (เรียก comparison error 
rate) ใหม้ค่ีาเท่ากบัค่าแอลฟา  ที่กาํหนดไวใ้นการวเิคราะห์
ความแปรปรวน (pre- established level) ไดโ้ดยการนาํ
จาํนวนครัง้ของการทดสอบ (k) ไปหาร FWE เช่นถา้ FWE 
มค่ีาเท่ากบั .05 ดงันัน้  comparison-wise error rate 
(α) ของการทดสอบแต่ละคร ัง้จะมค่ีาเท่ากบั .05/10 = .005 
ดงันัน้ จงึคาํนวณหา comparison error rate จากสูตร 
 

    
k

E    
 …………………………….(3) 

 
 ซึ่ งสูตรน้ีเรียก Bonferroni correction (Field : 2009) 
โปรดสงัเกตว่ากระบวนการควบคุม FWE ดงักลา่วมาแลว้ 
ค่ อ น ข ้า ง เ ป็ น ก า ร อ นุ ร ั ก ษ์ อ ย่ า ง ม า ก  ( extremely 
conservative) ซึ่ งอาจมผีลทาํใหก้ารทดสอบความแตกต่าง
ค่าเฉลี่ยรายคู่ไม่มีนยัสาํคญัทางสถติิเกิดขึ้น แมว้่าผลการ
ทดสอบ F-test จากการวิเคราะหค์วามแปรปรวนมี
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การเลือกวิธีการที่เหมาะสม (Field. 2009)

  1. วิธีการทดสอบสามารถควบคุม FWE ไดหรือไม

  2. วิธีการทดสอบสามารถควบคุมความผิดพลาด

ประเภทที่ 2 (Type II error) หรืออํานาจการทดสอบไดหรือไม

  3. วิธีการนี้เชื่อถือไดหรือไม ถาขอมูลไมสอดคลอง

กับขอตกลงเบ้ืองตนบางประการ (Assumptions) ของการ

วเิคราะหความแปรปรวนจํานวนคูหรือจํานวนคร้ัง ของการเปรียบ

เทียบความ

ความแตกตางคาเฉลี่ยหาไดจากสูตร  

(Hinlke Wiersma and Jurs. 1994 and Sheskin. 2000)

 เมื่อ K แทน จํานวนคาเฉลี่ย

 ชนิดของการเปรียบเทียบความแตกตางคาเฉลี่ย 

(Types of Comparisons)

 การเปรียบเทียบความแตกตางคาเฉลีย่ประชากรโดยการใช 

omnibus F-test นักวิจัยสามารถเลือกการเปรียบเทียบความแตก

ตางคาเฉลี่ยประชากรกอนหรือหลังทําการวิเคราะหดวย Omnibus 

F-test โดยการเปรียบเทียบคาเฉลี่ยดังกลาวมี 2 แบบ (Sheskin. 

200 ; Gravetter and Wallnau. 2007 and Howell. 2007)

 1. การเปรียบเทียบแบบวางแผนไวลางหนา (Planned 

comparisons หรือ A priori comparisons) การเปรียบเทียบ

ตามวธีินีน้กัวิจัยจะกาํหนดการเปรียบเทียบคาเฉลีย่ประชากรบาง

คูไวกอนทีจ่ะดาํเนนิการเกบ็รวบรวมขอมลู เมือ่เกบ็ขอมลูแลวนกั

วิจัยก็ทําการเปรียบเทียบความแตกตางคาเฉลี่ยรายคูตามที่

กําหนดไว ตอมาจึงทําการคํานวณ Omnibus F-test โดยไม

คํานึงวาผลการทดสอบจะมีนัยสําคัญทางสถิติหรือไม และไม

จําเปนตองปรับคา Familywise error rate (FWE) แตบางทาน

เสนอแนะใหใชจํานวนคร้ังของการทดสอบหารคาแอลฟาของ 

Omnibus F-test แลวใชเปนเกณฑในการเปรียบเทียบความ

แตกตางคาเฉลี่ยแตละคู (Gravetter and Wallnau. 2007). 

ในทางปฏบิตักิารเปรียบเทยีบแบบวางแผนไวลวงหนา  แบงออก

เปนระดับยอย คือ การเปรียบเทียบอยางงาย (Simple 

comparisons) กับการเปรียบเทียบเชิงซอน (Complex 

comparisons) โดยการเปรียบเทียบอยางงายเปนการเปรียบ

เทียบความแตกตางเฉลี่ยครั้งละ 1 คู  เชน 

ผดิพลาดประเภทที่   1 ลดลงจะมผีลทาํใหค่้าความผดิพลาด

ประเภทที่  2 (type ll  error) เพิ่มขึ้นหรือค่าอาํนาจการ

ทดสอบ (power of the test) มค่ีาลดลงดว้ย 

 เนื่ องจากมวีธิกีารทางสถติหิลายวธิทีี่ ใชใ้นการทดสอบ

ความแตกต่างค่าเฉลี่ยรายคู่ นกัวจิยัจงึควรใชเ้กณฑเ์หลา่นี้

ในการเลอืกวธิกีารที่ เหมาะสม  (Field. 2009) 

  1. วธิกีารทดสอบสามารถควบคมุ FWE ไดห้รอืไม ่

  2. วธิกีารทดสอบสามารถควบคมุผดิพลาดประเภท

ที่  2 (type II error) หรอือาํนาจการทดสอบไดห้รอืไม่ 

  3. วธิกีารนี้ เชื่ อถอืไดห้รอืไม ่ถา้ขอ้มลูไมส่อดคลอ้ง

กบัขอ้ตกลงเบื้องตน้บางประการ (assumptions) ของการ

วเิคราะหค์วามแปรปรวน 

Ô ÊÛËé Ô ¾ã  จาํนวนคู่หรอืจาํนวนคร ัง้  ของการเปรยีบเทยีบ

ความแตกต่างค่าเฉลี่ยหาไดจ้ากสูตร 
2

)1k(
k

−
 

(Hinlke Wiersma and Jurs. 1994 ; Sheskin. 2000) 

K แทน จาํนวนค่าเฉลี่ย 

 

³Âß½«Ö °ªÛÌé ÄÌàËÃ é ÀàËÃ­ÐÛÊê ¾ª¾’Û°­’Û é ²ÎàñË (Types 

of Comparisons) 

 การเปรียบเทียบความแตกต่างค่าเฉลี่ ยประชากรโดย

การใช ้omnibus F-test นกัวิจยัสามารถเลอืกการ

เปรียบเทยีบความแตกต่างค่าเฉลี่ยประชากรก่อนหรือหลงั

ทาํการวเิคราะหด์ว้ย omnibus F-test โดยการเปรยีบเทยีบ

ค่าเฉลี่ยดงักล่าวม ี2 แบบ (Sheskin. 200 ; Gravetter 

and Wallnau. 2007 ; Howell.  2007) 

1. การเปรยีบเทยีบแบบวางแผนไวล้่างหนา้ (planned 

comparisons หรือ a priori comparisons) การ

เปรียบเทียบตามวิธีนี้ นกัวิจยัจะกาํหนดการเปรียบเทียบ

ค่าเฉลี่ยประชากรบางคู่ไวก่้อนที่ จะดาํเนินการเก็บรวบรวม

ขอ้มลู เมื่อเก็บขอ้มลูแลว้นกัวจิยัก็ทาํการเปรียบเทยีบความ

แตกต่างค่าเฉลี่ ยรายคู่ตามที่ กําหนดไว ้ต่อมาจึงทาํการ

คาํนวณ  omnibus F-test โดยไม่คาํนึงว่าผลการทดสอบ

จะมีนยัสาํคญัทางสถิติหรือไม่ และไม่จาํเป็นตอ้งปรบัค่า 

familywise error rate (FWE) แต่บางท่านเสนอแนะใหใ้ช ้

จาํนวนคร ัง้ของการทดสอบหารค่าแอลฟาของ omnibus F-

test แลว้ใชเ้ป็นเกณฑใ์นการเปรียบเทยีบความแตกต่าง

ค่าเฉลี่ยแต่ละคู่ (Gravetter and Wallnau. 2007).  

ในทางปฏบิตักิารเปรียบเทยีบแบบวางแผนไวล้่วงหนา้  

แบ่งออกเป็นระดบัย่อย คือ การเปรียบเทียบอย่างง่าย 

(Simple comparisons) กบัการเปรียบเทียบเชิงซอ้น 

(Complex comparisons) โดยการเปรียบเทยีบอย่างง่าย

เป็นการเปรยีบเทยีบความแตกต่างเฉลี่ยคร ัง้ละ  1  คู่  เช่น 

1X  กบั 2X  3X กบั 4X  ฯลฯ  การเปรียบเทยีบแบบนี้

นยิมเรยีก pairwise comparisons 

 ส่วนการเปรียบเทยีบเชิงชอ้นเป็นการเปรียบเทยีบ

ค่าเฉลี่ยโดยมกีารรวมค่าเฉลี่ ย 2 ค่าหรือมากกว่า เปรียบ 

เทียบกบัค่าเฉลี่ ยหนึ่ งค่าเฉลี่ ยรวมกนัของค่าเฉลี่ ย 2 ค่า 

หรือมากกว่าอีกกลุม่ เช่น 1X  กบั ( 2X + 3X )/2 ; 

( 1X + 2X )/2 กบั ( 3X + 4X )/2 เป็นตน้ 

 2. การเปรียบเทยีบแบบไม่มกีารวางแผนล่วงหนา้ 

(uplanned comparisons หรือ posthoc, multiple or a 

posteriori comparisons) การเปรียบเทยีบนี้ ไม่ว่าจะเป็น

ชนิดการเปรียบเทยีบอย่างง่ายหรือการเปรียบเทยีบเชิงซอ้น 

เป็นการเปรียบเทียบความแตกต่างค่าเฉลี่ ยหลงัจากเก็บ

ขอ้มูลแลว้ และส่วนมากเป็นการเปรียบเทียบค่าเฉลี่ ยดงั

จํานวนมาก นักสถิติศาสตร์ส่วนมากแนะนําใหท้าํการ

เปรียบเทยีบค่าเฉลี่ยรายคู่หลงัจาก omnibus F-test มี

นยัสาํคญัทางสถิติแลว้ แต่ก็ยงัมีนกัสถิติศาสตรบ์างท่าน

แนะนําใหท้าํการเปรียบเทียบค่าเฉลี่ ยไดโ้ดยไม่คํานึงว่า 

omnibus F-test จะมนียัสาํคญัทางสถติหิรอืไม ่แต่ทกุท่าน

เสนอว่า จะตอ้งมกีารปรบัหรือควบคุม familywise error 

rate (FWE) แต่ยงัมคีวามเห็นแตกต่างกนัว่า วธิีการ

เปรียบเทียบความแตกต่างค่าเฉลี่ ยของใครดีที่ สุดในการ

ควบคมุหรอืปรบั FWE 

 การเปรยีบเทยีบความแตกต่างค่าเฉลี่ยรายคู่ ไมว่า่

จะเป็นชนดิอย่างงา่ยหรอืชนดิเชงิซอ้น  เป็นการเปรยีบเทยีบ

โดยใชผ้ลรวมเชงิเสน้  (linear combination) ของค่าเฉลี่ย

ประชากร เรยีกการเปรยีบเทยีบแบบนี้วา่การเปรยีบเทยีบเชงิ

เสน้ (linear contrasts) เช่นกรณีการเปรยีบเทยีบอย่างงา่ย 

การเปรยีบเทยีบเชงิเสน้ ไดแ้ก่ การเปรยีบเทยีบค่าเฉลี่ย  2 

ค่า เช่น  1X กบั 2X  ส่วนการเปรยีบเทยีบเชงิซอ้น จะม ี

1
 กับ 

ผดิพลาดประเภทที่   1 ลดลงจะมผีลทาํใหค่้าความผดิพลาด

ประเภทที่  2 (type ll  error) เพิ่มขึ้นหรือค่าอาํนาจการ

ทดสอบ (power of the test) มค่ีาลดลงดว้ย 

 เนื่ องจากมวีธิกีารทางสถติหิลายวธิทีี่ ใชใ้นการทดสอบ

ความแตกต่างค่าเฉลี่ยรายคู่ นกัวจิยัจงึควรใชเ้กณฑเ์หลา่นี้

ในการเลอืกวธิกีารที่ เหมาะสม  (Field. 2009) 

  1. วธิกีารทดสอบสามารถควบคมุ FWE ไดห้รอืไม ่

  2. วธิกีารทดสอบสามารถควบคมุผดิพลาดประเภท

ที่  2 (type II error) หรอือาํนาจการทดสอบไดห้รอืไม่ 

  3. วธิกีารนี้ เชื่ อถอืไดห้รอืไม ่ถา้ขอ้มลูไมส่อดคลอ้ง

กบัขอ้ตกลงเบื้องตน้บางประการ (assumptions) ของการ

วเิคราะหค์วามแปรปรวน 

Ô ÊÛËé Ô ¾ã  จาํนวนคู่หรอืจาํนวนคร ัง้  ของการเปรยีบเทยีบ

ความแตกต่างค่าเฉลี่ยหาไดจ้ากสูตร 
2

)1k(
k

−
 

(Hinlke Wiersma and Jurs. 1994 ; Sheskin. 2000) 

K แทน จาํนวนค่าเฉลี่ย 

 

³Âß½«Ö °ªÛÌé ÄÌàËÃ é ÀàËÃ­ÐÛÊê ¾ª¾’Û°­’Û é ²ÎàñË (Types 

of Comparisons) 

 การเปรียบเทียบความแตกต่างค่าเฉลี่ ยประชากรโดย

การใช ้omnibus F-test นกัวิจยัสามารถเลอืกการ

เปรียบเทยีบความแตกต่างค่าเฉลี่ยประชากรก่อนหรือหลงั

ทาํการวเิคราะหด์ว้ย omnibus F-test โดยการเปรยีบเทยีบ

ค่าเฉลี่ยดงักล่าวม ี2 แบบ (Sheskin. 200 ; Gravetter 

and Wallnau. 2007 ; Howell.  2007) 

1. การเปรยีบเทยีบแบบวางแผนไวล้่างหนา้ (planned 

comparisons หรือ a priori comparisons) การ

เปรียบเทียบตามวิธีนี้ นกัวิจยัจะกาํหนดการเปรียบเทียบ

ค่าเฉลี่ยประชากรบางคู่ไวก่้อนที่ จะดาํเนินการเก็บรวบรวม

ขอ้มลู เมื่อเก็บขอ้มลูแลว้นกัวจิยัก็ทาํการเปรียบเทยีบความ

แตกต่างค่าเฉลี่ ยรายคู่ตามที่ กําหนดไว ้ต่อมาจึงทาํการ

คาํนวณ  omnibus F-test โดยไม่คาํนึงว่าผลการทดสอบ

จะมีนยัสาํคญัทางสถิติหรือไม่ และไม่จาํเป็นตอ้งปรบัค่า 

familywise error rate (FWE) แต่บางท่านเสนอแนะใหใ้ช ้

จาํนวนคร ัง้ของการทดสอบหารค่าแอลฟาของ omnibus F-

test แลว้ใชเ้ป็นเกณฑใ์นการเปรียบเทยีบความแตกต่าง

ค่าเฉลี่ยแต่ละคู่ (Gravetter and Wallnau. 2007).  

ในทางปฏบิตักิารเปรียบเทยีบแบบวางแผนไวล้่วงหนา้  

แบ่งออกเป็นระดบัย่อย คือ การเปรียบเทียบอย่างง่าย 

(Simple comparisons) กบัการเปรียบเทียบเชิงซอ้น 

(Complex comparisons) โดยการเปรียบเทยีบอย่างง่าย

เป็นการเปรยีบเทยีบความแตกต่างเฉลี่ยคร ัง้ละ  1  คู่  เช่น 

1X  กบั 2X  3X กบั 4X  ฯลฯ  การเปรียบเทยีบแบบนี้

นยิมเรยีก pairwise comparisons 

 ส่วนการเปรียบเทยีบเชิงชอ้นเป็นการเปรียบเทยีบ

ค่าเฉลี่ยโดยมกีารรวมค่าเฉลี่ ย 2 ค่าหรือมากกว่า เปรียบ 

เทียบกบัค่าเฉลี่ ยหนึ่ งค่าเฉลี่ ยรวมกนัของค่าเฉลี่ ย 2 ค่า 

หรือมากกว่าอีกกลุม่ เช่น 1X  กบั ( 2X + 3X )/2 ; 

( 1X + 2X )/2 กบั ( 3X + 4X )/2 เป็นตน้ 

 2. การเปรียบเทยีบแบบไม่มกีารวางแผนล่วงหนา้ 

(uplanned comparisons หรือ posthoc, multiple or a 

posteriori comparisons) การเปรียบเทยีบนี้ ไม่ว่าจะเป็น

ชนิดการเปรียบเทยีบอย่างง่ายหรือการเปรียบเทยีบเชิงซอ้น 

เป็นการเปรียบเทียบความแตกต่างค่าเฉลี่ ยหลงัจากเก็บ

ขอ้มูลแลว้ และส่วนมากเป็นการเปรียบเทียบค่าเฉลี่ ยดงั

จํานวนมาก นักสถิติศาสตร์ส่วนมากแนะนําใหท้าํการ

เปรียบเทยีบค่าเฉลี่ยรายคู่หลงัจาก omnibus F-test มี

นยัสาํคญัทางสถิติแลว้ แต่ก็ยงัมีนกัสถิติศาสตรบ์างท่าน

แนะนําใหท้าํการเปรียบเทียบค่าเฉลี่ ยไดโ้ดยไม่คํานึงว่า 

omnibus F-test จะมนียัสาํคญัทางสถติหิรอืไม ่แต่ทกุท่าน

เสนอว่า จะตอ้งมกีารปรบัหรือควบคุม familywise error 

rate (FWE) แต่ยงัมคีวามเห็นแตกต่างกนัว่า วธิีการ

เปรียบเทียบความแตกต่างค่าเฉลี่ ยของใครดีที่ สุดในการ

ควบคมุหรอืปรบั FWE 

 การเปรยีบเทยีบความแตกต่างค่าเฉลี่ยรายคู่ ไมว่า่

จะเป็นชนดิอย่างงา่ยหรอืชนดิเชงิซอ้น  เป็นการเปรยีบเทยีบ

โดยใชผ้ลรวมเชงิเสน้  (linear combination) ของค่าเฉลี่ย

ประชากร เรยีกการเปรยีบเทยีบแบบนี้วา่การเปรยีบเทยีบเชงิ

เสน้ (linear contrasts) เช่นกรณีการเปรยีบเทยีบอย่างงา่ย 

การเปรยีบเทยีบเชงิเสน้ ไดแ้ก่ การเปรยีบเทยีบค่าเฉลี่ย  2 

ค่า เช่น  1X กบั 2X  ส่วนการเปรยีบเทยีบเชงิซอ้น จะม ี

2
 

ผดิพลาดประเภทที่   1 ลดลงจะมผีลทาํใหค่้าความผดิพลาด

ประเภทที่  2 (type ll  error) เพิ่มขึ้นหรือค่าอาํนาจการ

ทดสอบ (power of the test) มค่ีาลดลงดว้ย 

 เนื่ องจากมวีธิกีารทางสถติหิลายวธิทีี่ ใชใ้นการทดสอบ

ความแตกต่างค่าเฉลี่ยรายคู่ นกัวจิยัจงึควรใชเ้กณฑเ์หลา่นี้

ในการเลอืกวธิกีารที่ เหมาะสม  (Field. 2009) 

  1. วธิกีารทดสอบสามารถควบคมุ FWE ไดห้รอืไม ่

  2. วธิกีารทดสอบสามารถควบคมุผดิพลาดประเภท

ที่  2 (type II error) หรอือาํนาจการทดสอบไดห้รอืไม่ 

  3. วธิกีารนี้ เชื่ อถอืไดห้รอืไม ่ถา้ขอ้มลูไมส่อดคลอ้ง

กบัขอ้ตกลงเบื้องตน้บางประการ (assumptions) ของการ

วเิคราะหค์วามแปรปรวน 

Ô ÊÛËé Ô ¾ã  จาํนวนคู่หรอืจาํนวนคร ัง้  ของการเปรยีบเทยีบ

ความแตกต่างค่าเฉลี่ยหาไดจ้ากสูตร 
2

)1k(
k

−
 

(Hinlke Wiersma and Jurs. 1994 ; Sheskin. 2000) 

K แทน จาํนวนค่าเฉลี่ย 

 

³Âß½«Ö °ªÛÌé ÄÌàËÃ é ÀàËÃ­ÐÛÊê ¾ª¾’Û°­’Û é ²ÎàñË (Types 

of Comparisons) 

 การเปรียบเทียบความแตกต่างค่าเฉลี่ ยประชากรโดย

การใช ้omnibus F-test นกัวิจยัสามารถเลอืกการ

เปรียบเทยีบความแตกต่างค่าเฉลี่ยประชากรก่อนหรือหลงั

ทาํการวเิคราะหด์ว้ย omnibus F-test โดยการเปรยีบเทยีบ

ค่าเฉลี่ยดงักล่าวม ี2 แบบ (Sheskin. 200 ; Gravetter 

and Wallnau. 2007 ; Howell.  2007) 

1. การเปรยีบเทยีบแบบวางแผนไวล้่างหนา้ (planned 

comparisons หรือ a priori comparisons) การ

เปรียบเทียบตามวิธีนี้ นกัวิจยัจะกาํหนดการเปรียบเทียบ

ค่าเฉลี่ยประชากรบางคู่ไวก่้อนที่ จะดาํเนินการเก็บรวบรวม

ขอ้มลู เมื่อเก็บขอ้มลูแลว้นกัวจิยัก็ทาํการเปรียบเทยีบความ

แตกต่างค่าเฉลี่ ยรายคู่ตามที่ กําหนดไว ้ต่อมาจึงทาํการ

คาํนวณ  omnibus F-test โดยไม่คาํนึงว่าผลการทดสอบ

จะมีนยัสาํคญัทางสถิติหรือไม่ และไม่จาํเป็นตอ้งปรบัค่า 

familywise error rate (FWE) แต่บางท่านเสนอแนะใหใ้ช ้

จาํนวนคร ัง้ของการทดสอบหารค่าแอลฟาของ omnibus F-

test แลว้ใชเ้ป็นเกณฑใ์นการเปรียบเทยีบความแตกต่าง

ค่าเฉลี่ยแต่ละคู่ (Gravetter and Wallnau. 2007).  

ในทางปฏบิตักิารเปรียบเทยีบแบบวางแผนไวล้่วงหนา้  

แบ่งออกเป็นระดบัย่อย คือ การเปรียบเทียบอย่างง่าย 

(Simple comparisons) กบัการเปรียบเทียบเชิงซอ้น 

(Complex comparisons) โดยการเปรียบเทยีบอย่างง่าย

เป็นการเปรยีบเทยีบความแตกต่างเฉลี่ยคร ัง้ละ  1  คู่  เช่น 

1X  กบั 2X  3X กบั 4X  ฯลฯ  การเปรียบเทยีบแบบนี้

นยิมเรยีก pairwise comparisons 

 ส่วนการเปรียบเทยีบเชิงชอ้นเป็นการเปรียบเทยีบ

ค่าเฉลี่ยโดยมกีารรวมค่าเฉลี่ ย 2 ค่าหรือมากกว่า เปรียบ 

เทียบกบัค่าเฉลี่ ยหนึ่ งค่าเฉลี่ ยรวมกนัของค่าเฉลี่ ย 2 ค่า 

หรือมากกว่าอีกกลุม่ เช่น 1X  กบั ( 2X + 3X )/2 ; 

( 1X + 2X )/2 กบั ( 3X + 4X )/2 เป็นตน้ 

 2. การเปรียบเทยีบแบบไม่มกีารวางแผนล่วงหนา้ 

(uplanned comparisons หรือ posthoc, multiple or a 

posteriori comparisons) การเปรียบเทยีบนี้ ไม่ว่าจะเป็น

ชนิดการเปรียบเทยีบอย่างง่ายหรือการเปรียบเทยีบเชิงซอ้น 

เป็นการเปรียบเทียบความแตกต่างค่าเฉลี่ ยหลงัจากเก็บ

ขอ้มูลแลว้ และส่วนมากเป็นการเปรียบเทียบค่าเฉลี่ ยดงั

จํานวนมาก นักสถิติศาสตร์ส่วนมากแนะนําใหท้าํการ

เปรียบเทยีบค่าเฉลี่ยรายคู่หลงัจาก omnibus F-test มี

นยัสาํคญัทางสถิติแลว้ แต่ก็ยงัมีนกัสถิติศาสตรบ์างท่าน

แนะนําใหท้าํการเปรียบเทียบค่าเฉลี่ ยไดโ้ดยไม่คํานึงว่า 

omnibus F-test จะมนียัสาํคญัทางสถติหิรอืไม ่แต่ทกุท่าน

เสนอว่า จะตอ้งมกีารปรบัหรือควบคุม familywise error 

rate (FWE) แต่ยงัมคีวามเห็นแตกต่างกนัว่า วธิีการ

เปรียบเทียบความแตกต่างค่าเฉลี่ ยของใครดีที่ สุดในการ

ควบคมุหรอืปรบั FWE 

 การเปรยีบเทยีบความแตกต่างค่าเฉลี่ยรายคู่ ไมว่า่

จะเป็นชนดิอย่างงา่ยหรอืชนดิเชงิซอ้น  เป็นการเปรยีบเทยีบ

โดยใชผ้ลรวมเชงิเสน้  (linear combination) ของค่าเฉลี่ย

ประชากร เรยีกการเปรยีบเทยีบแบบนี้วา่การเปรยีบเทยีบเชงิ

เสน้ (linear contrasts) เช่นกรณีการเปรยีบเทยีบอย่างงา่ย 

การเปรยีบเทยีบเชงิเสน้ ไดแ้ก่ การเปรยีบเทยีบค่าเฉลี่ย  2 

ค่า เช่น  1X กบั 2X  ส่วนการเปรยีบเทยีบเชงิซอ้น จะม ี

3 
กับ 

ผดิพลาดประเภทที่   1 ลดลงจะมผีลทาํใหค่้าความผดิพลาด

ประเภทที่  2 (type ll  error) เพิ่มขึ้นหรือค่าอาํนาจการ

ทดสอบ (power of the test) มค่ีาลดลงดว้ย 

 เนื่ องจากมวีธิกีารทางสถติหิลายวธิทีี่ ใชใ้นการทดสอบ

ความแตกต่างค่าเฉลี่ยรายคู่ นกัวจิยัจงึควรใชเ้กณฑเ์หลา่นี้

ในการเลอืกวธิกีารที่ เหมาะสม  (Field. 2009) 

  1. วธิกีารทดสอบสามารถควบคมุ FWE ไดห้รอืไม ่

  2. วธิกีารทดสอบสามารถควบคมุผดิพลาดประเภท

ที่  2 (type II error) หรอือาํนาจการทดสอบไดห้รอืไม่ 

  3. วธิกีารนี้ เชื่ อถอืไดห้รอืไม ่ถา้ขอ้มลูไมส่อดคลอ้ง

กบัขอ้ตกลงเบื้องตน้บางประการ (assumptions) ของการ

วเิคราะหค์วามแปรปรวน 

Ô ÊÛËé Ô ¾ã  จาํนวนคู่หรอืจาํนวนคร ัง้  ของการเปรยีบเทยีบ

ความแตกต่างค่าเฉลี่ยหาไดจ้ากสูตร 
2
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k
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(Hinlke Wiersma and Jurs. 1994 ; Sheskin. 2000) 

K แทน จาํนวนค่าเฉลี่ย 

 

³Âß½«Ö °ªÛÌé ÄÌàËÃ é ÀàËÃ­ÐÛÊê ¾ª¾’Û°­’Û é ²ÎàñË (Types 

of Comparisons) 

 การเปรียบเทียบความแตกต่างค่าเฉลี่ ยประชากรโดย

การใช ้omnibus F-test นกัวิจยัสามารถเลอืกการ

เปรียบเทยีบความแตกต่างค่าเฉลี่ยประชากรก่อนหรือหลงั

ทาํการวเิคราะหด์ว้ย omnibus F-test โดยการเปรยีบเทยีบ

ค่าเฉลี่ยดงักล่าวม ี2 แบบ (Sheskin. 200 ; Gravetter 

and Wallnau. 2007 ; Howell.  2007) 

1. การเปรยีบเทยีบแบบวางแผนไวล้่างหนา้ (planned 

comparisons หรือ a priori comparisons) การ

เปรียบเทียบตามวิธีนี้ นกัวิจยัจะกาํหนดการเปรียบเทียบ

ค่าเฉลี่ยประชากรบางคู่ไวก่้อนที่ จะดาํเนินการเก็บรวบรวม

ขอ้มลู เมื่อเก็บขอ้มลูแลว้นกัวจิยัก็ทาํการเปรียบเทยีบความ

แตกต่างค่าเฉลี่ ยรายคู่ตามที่ กําหนดไว ้ต่อมาจึงทาํการ

คาํนวณ  omnibus F-test โดยไม่คาํนึงว่าผลการทดสอบ

จะมีนยัสาํคญัทางสถิติหรือไม่ และไม่จาํเป็นตอ้งปรบัค่า 

familywise error rate (FWE) แต่บางท่านเสนอแนะใหใ้ช ้

จาํนวนคร ัง้ของการทดสอบหารค่าแอลฟาของ omnibus F-

test แลว้ใชเ้ป็นเกณฑใ์นการเปรียบเทยีบความแตกต่าง

ค่าเฉลี่ยแต่ละคู่ (Gravetter and Wallnau. 2007).  

ในทางปฏบิตักิารเปรียบเทยีบแบบวางแผนไวล้่วงหนา้  

แบ่งออกเป็นระดบัย่อย คือ การเปรียบเทียบอย่างง่าย 

(Simple comparisons) กบัการเปรียบเทียบเชิงซอ้น 

(Complex comparisons) โดยการเปรียบเทยีบอย่างง่าย

เป็นการเปรยีบเทยีบความแตกต่างเฉลี่ยคร ัง้ละ  1  คู่  เช่น 

1X  กบั 2X  3X กบั 4X  ฯลฯ  การเปรียบเทยีบแบบนี้

นยิมเรยีก pairwise comparisons 

 ส่วนการเปรียบเทยีบเชิงชอ้นเป็นการเปรียบเทยีบ

ค่าเฉลี่ยโดยมกีารรวมค่าเฉลี่ ย 2 ค่าหรือมากกว่า เปรียบ 

เทียบกบัค่าเฉลี่ ยหนึ่ งค่าเฉลี่ ยรวมกนัของค่าเฉลี่ ย 2 ค่า 

หรือมากกว่าอีกกลุม่ เช่น 1X  กบั ( 2X + 3X )/2 ; 

( 1X + 2X )/2 กบั ( 3X + 4X )/2 เป็นตน้ 

 2. การเปรียบเทยีบแบบไม่มกีารวางแผนล่วงหนา้ 

(uplanned comparisons หรือ posthoc, multiple or a 

posteriori comparisons) การเปรียบเทยีบนี้ ไม่ว่าจะเป็น

ชนิดการเปรียบเทยีบอย่างง่ายหรือการเปรียบเทยีบเชิงซอ้น 

เป็นการเปรียบเทียบความแตกต่างค่าเฉลี่ ยหลงัจากเก็บ

ขอ้มูลแลว้ และส่วนมากเป็นการเปรียบเทียบค่าเฉลี่ ยดงั

จํานวนมาก นักสถิติศาสตร์ส่วนมากแนะนําใหท้าํการ

เปรียบเทยีบค่าเฉลี่ยรายคู่หลงัจาก omnibus F-test มี

นยัสาํคญัทางสถิติแลว้ แต่ก็ยงัมีนกัสถิติศาสตรบ์างท่าน

แนะนําใหท้าํการเปรียบเทียบค่าเฉลี่ ยไดโ้ดยไม่คํานึงว่า 

omnibus F-test จะมนียัสาํคญัทางสถติหิรอืไม ่แต่ทกุท่าน

เสนอว่า จะตอ้งมกีารปรบัหรือควบคุม familywise error 

rate (FWE) แต่ยงัมคีวามเห็นแตกต่างกนัว่า วธิีการ

เปรียบเทียบความแตกต่างค่าเฉลี่ ยของใครดีที่ สุดในการ

ควบคมุหรอืปรบั FWE 

 การเปรยีบเทยีบความแตกต่างค่าเฉลี่ยรายคู่ ไมว่า่

จะเป็นชนดิอย่างงา่ยหรอืชนดิเชงิซอ้น  เป็นการเปรยีบเทยีบ

โดยใชผ้ลรวมเชงิเสน้  (linear combination) ของค่าเฉลี่ย

ประชากร เรยีกการเปรยีบเทยีบแบบนี้วา่การเปรยีบเทยีบเชงิ

เสน้ (linear contrasts) เช่นกรณีการเปรยีบเทยีบอย่างงา่ย 

การเปรยีบเทยีบเชงิเสน้ ไดแ้ก่ การเปรยีบเทยีบค่าเฉลี่ย  2 

ค่า เช่น  1X กบั 2X  ส่วนการเปรยีบเทยีบเชงิซอ้น จะม ี

4
 ฯลฯ การเปรียบเทียบแบบนี้นิยมเรียก Pairwise 

comparisons

 สวนการเปรียบเทียบเชงิชอนเปนการเปรียบเทียบคาเฉลีย่

โดยมกีารรวมคาเฉลีย่ 2 คาหรือมากกวา เปรียบ เทยีบกบัคาเฉลีย่

หนึ่งคาเฉลี่ยรวมกันของคาเฉลี่ย 2 คา หรือมากกวาอีกกลุม เชน 

ผดิพลาดประเภทที่   1 ลดลงจะมผีลทาํใหค่้าความผดิพลาด

ประเภทที่  2 (type ll  error) เพิ่มขึ้นหรือค่าอาํนาจการ

ทดสอบ (power of the test) มค่ีาลดลงดว้ย 

 เนื่ องจากมวีธิกีารทางสถติหิลายวธิทีี่ ใชใ้นการทดสอบ

ความแตกต่างค่าเฉลี่ยรายคู่ นกัวจิยัจงึควรใชเ้กณฑเ์หลา่นี้

ในการเลอืกวธิกีารที่ เหมาะสม  (Field. 2009) 

  1. วธิกีารทดสอบสามารถควบคมุ FWE ไดห้รอืไม ่

  2. วธิกีารทดสอบสามารถควบคมุผดิพลาดประเภท

ที่  2 (type II error) หรอือาํนาจการทดสอบไดห้รอืไม่ 

  3. วธิกีารนี้ เชื่ อถอืไดห้รอืไม ่ถา้ขอ้มลูไมส่อดคลอ้ง

กบัขอ้ตกลงเบื้องตน้บางประการ (assumptions) ของการ

วเิคราะหค์วามแปรปรวน 

Ô ÊÛËé Ô ¾ã  จาํนวนคู่หรอืจาํนวนคร ัง้  ของการเปรยีบเทยีบ

ความแตกต่างค่าเฉลี่ยหาไดจ้ากสูตร 
2

)1k(
k

−
 

(Hinlke Wiersma and Jurs. 1994 ; Sheskin. 2000) 

K แทน จาํนวนค่าเฉลี่ย 

 

³Âß½«Ö °ªÛÌé ÄÌàËÃ é ÀàËÃ­ÐÛÊê ¾ª¾’Û°­’Û é ²ÎàñË (Types 

of Comparisons) 

 การเปรียบเทียบความแตกต่างค่าเฉลี่ ยประชากรโดย

การใช ้omnibus F-test นกัวิจยัสามารถเลอืกการ

เปรียบเทยีบความแตกต่างค่าเฉลี่ยประชากรก่อนหรือหลงั

ทาํการวเิคราะหด์ว้ย omnibus F-test โดยการเปรยีบเทยีบ

ค่าเฉลี่ยดงักล่าวม ี2 แบบ (Sheskin. 200 ; Gravetter 

and Wallnau. 2007 ; Howell.  2007) 

1. การเปรยีบเทยีบแบบวางแผนไวล้่างหนา้ (planned 

comparisons หรือ a priori comparisons) การ

เปรียบเทียบตามวิธีนี้ นกัวิจยัจะกาํหนดการเปรียบเทียบ

ค่าเฉลี่ยประชากรบางคู่ไวก่้อนที่ จะดาํเนินการเก็บรวบรวม

ขอ้มลู เมื่อเก็บขอ้มลูแลว้นกัวจิยัก็ทาํการเปรียบเทยีบความ

แตกต่างค่าเฉลี่ ยรายคู่ตามที่ กําหนดไว ้ต่อมาจึงทาํการ

คาํนวณ  omnibus F-test โดยไม่คาํนึงว่าผลการทดสอบ

จะมีนยัสาํคญัทางสถิติหรือไม่ และไม่จาํเป็นตอ้งปรบัค่า 

familywise error rate (FWE) แต่บางท่านเสนอแนะใหใ้ช ้

จาํนวนคร ัง้ของการทดสอบหารค่าแอลฟาของ omnibus F-

test แลว้ใชเ้ป็นเกณฑใ์นการเปรียบเทยีบความแตกต่าง

ค่าเฉลี่ยแต่ละคู่ (Gravetter and Wallnau. 2007).  

ในทางปฏบิตักิารเปรียบเทยีบแบบวางแผนไวล้่วงหนา้  

แบ่งออกเป็นระดบัย่อย คือ การเปรียบเทียบอย่างง่าย 

(Simple comparisons) กบัการเปรียบเทียบเชิงซอ้น 

(Complex comparisons) โดยการเปรียบเทยีบอย่างง่าย

เป็นการเปรยีบเทยีบความแตกต่างเฉลี่ยคร ัง้ละ  1  คู่  เช่น 

1X  กบั 2X  3X กบั 4X  ฯลฯ  การเปรียบเทยีบแบบนี้

นยิมเรยีก pairwise comparisons 

 ส่วนการเปรียบเทยีบเชิงชอ้นเป็นการเปรียบเทยีบ

ค่าเฉลี่ยโดยมกีารรวมค่าเฉลี่ ย 2 ค่าหรือมากกว่า เปรียบ 

เทียบกบัค่าเฉลี่ ยหนึ่ งค่าเฉลี่ ยรวมกนัของค่าเฉลี่ ย 2 ค่า 

หรือมากกว่าอีกกลุม่ เช่น 1X  กบั ( 2X + 3X )/2 ; 

( 1X + 2X )/2 กบั ( 3X + 4X )/2 เป็นตน้ 

 2. การเปรียบเทยีบแบบไม่มกีารวางแผนล่วงหนา้ 

(uplanned comparisons หรือ posthoc, multiple or a 

posteriori comparisons) การเปรียบเทยีบนี้ ไม่ว่าจะเป็น

ชนิดการเปรียบเทยีบอย่างง่ายหรือการเปรียบเทยีบเชิงซอ้น 

เป็นการเปรียบเทียบความแตกต่างค่าเฉลี่ ยหลงัจากเก็บ

ขอ้มูลแลว้ และส่วนมากเป็นการเปรียบเทียบค่าเฉลี่ ยดงั

จํานวนมาก นักสถิติศาสตร์ส่วนมากแนะนําใหท้าํการ

เปรียบเทยีบค่าเฉลี่ยรายคู่หลงัจาก omnibus F-test มี

นยัสาํคญัทางสถิติแลว้ แต่ก็ยงัมีนกัสถิติศาสตรบ์างท่าน

แนะนําใหท้าํการเปรียบเทียบค่าเฉลี่ ยไดโ้ดยไม่คํานึงว่า 

omnibus F-test จะมนียัสาํคญัทางสถติหิรอืไม ่แต่ทกุท่าน

เสนอว่า จะตอ้งมกีารปรบัหรือควบคุม familywise error 

rate (FWE) แต่ยงัมคีวามเห็นแตกต่างกนัว่า วธิีการ

เปรียบเทียบความแตกต่างค่าเฉลี่ ยของใครดีที่ สุดในการ

ควบคมุหรอืปรบั FWE 

 การเปรยีบเทยีบความแตกต่างค่าเฉลี่ยรายคู่ ไมว่า่

จะเป็นชนดิอย่างงา่ยหรอืชนดิเชงิซอ้น  เป็นการเปรยีบเทยีบ

โดยใชผ้ลรวมเชงิเสน้  (linear combination) ของค่าเฉลี่ย

ประชากร เรยีกการเปรยีบเทยีบแบบนี้วา่การเปรยีบเทยีบเชงิ

เสน้ (linear contrasts) เช่นกรณีการเปรยีบเทยีบอย่างงา่ย 

การเปรยีบเทยีบเชงิเสน้ ไดแ้ก่ การเปรยีบเทยีบค่าเฉลี่ย  2 

ค่า เช่น  1X กบั 2X  ส่วนการเปรยีบเทยีบเชงิซอ้น จะม ี

1 
กับ (

ผดิพลาดประเภทที่   1 ลดลงจะมผีลทาํใหค่้าความผดิพลาด

ประเภทที่  2 (type ll  error) เพิ่มขึ้นหรือค่าอาํนาจการ

ทดสอบ (power of the test) มค่ีาลดลงดว้ย 

 เนื่ องจากมวีธิกีารทางสถติหิลายวธิทีี่ ใชใ้นการทดสอบ

ความแตกต่างค่าเฉลี่ยรายคู่ นกัวจิยัจงึควรใชเ้กณฑเ์หลา่นี้

ในการเลอืกวธิกีารที่ เหมาะสม  (Field. 2009) 

  1. วธิกีารทดสอบสามารถควบคมุ FWE ไดห้รอืไม ่

  2. วธิกีารทดสอบสามารถควบคมุผดิพลาดประเภท

ที่  2 (type II error) หรอือาํนาจการทดสอบไดห้รอืไม่ 

  3. วธิกีารนี้ เชื่ อถอืไดห้รอืไม ่ถา้ขอ้มลูไมส่อดคลอ้ง

กบัขอ้ตกลงเบื้องตน้บางประการ (assumptions) ของการ

วเิคราะหค์วามแปรปรวน 

Ô ÊÛËé Ô ¾ã  จาํนวนคู่หรอืจาํนวนคร ัง้  ของการเปรยีบเทยีบ

ความแตกต่างค่าเฉลี่ยหาไดจ้ากสูตร 
2

)1k(
k

−
 

(Hinlke Wiersma and Jurs. 1994 ; Sheskin. 2000) 

K แทน จาํนวนค่าเฉลี่ย 

 

³Âß½«Ö °ªÛÌé ÄÌàËÃ é ÀàËÃ­ÐÛÊê ¾ª¾’Û°­’Û é ²ÎàñË (Types 

of Comparisons) 

 การเปรียบเทียบความแตกต่างค่าเฉลี่ ยประชากรโดย

การใช ้omnibus F-test นกัวิจยัสามารถเลอืกการ

เปรียบเทยีบความแตกต่างค่าเฉลี่ยประชากรก่อนหรือหลงั

ทาํการวเิคราะหด์ว้ย omnibus F-test โดยการเปรยีบเทยีบ

ค่าเฉลี่ยดงักล่าวม ี2 แบบ (Sheskin. 200 ; Gravetter 

and Wallnau. 2007 ; Howell.  2007) 

1. การเปรยีบเทยีบแบบวางแผนไวล้่างหนา้ (planned 

comparisons หรือ a priori comparisons) การ

เปรียบเทียบตามวิธีนี้ นกัวิจยัจะกาํหนดการเปรียบเทียบ

ค่าเฉลี่ยประชากรบางคู่ไวก่้อนที่ จะดาํเนินการเก็บรวบรวม

ขอ้มลู เมื่อเก็บขอ้มลูแลว้นกัวจิยัก็ทาํการเปรียบเทยีบความ

แตกต่างค่าเฉลี่ ยรายคู่ตามที่ กําหนดไว ้ต่อมาจึงทาํการ

คาํนวณ  omnibus F-test โดยไม่คาํนึงว่าผลการทดสอบ

จะมีนยัสาํคญัทางสถิติหรือไม่ และไม่จาํเป็นตอ้งปรบัค่า 

familywise error rate (FWE) แต่บางท่านเสนอแนะใหใ้ช ้

จาํนวนคร ัง้ของการทดสอบหารค่าแอลฟาของ omnibus F-

test แลว้ใชเ้ป็นเกณฑใ์นการเปรียบเทยีบความแตกต่าง

ค่าเฉลี่ยแต่ละคู่ (Gravetter and Wallnau. 2007).  

ในทางปฏบิตักิารเปรียบเทยีบแบบวางแผนไวล้่วงหนา้  

แบ่งออกเป็นระดบัย่อย คือ การเปรียบเทียบอย่างง่าย 

(Simple comparisons) กบัการเปรียบเทียบเชิงซอ้น 

(Complex comparisons) โดยการเปรียบเทยีบอย่างง่าย

เป็นการเปรยีบเทยีบความแตกต่างเฉลี่ยคร ัง้ละ  1  คู่  เช่น 

1X  กบั 2X  3X กบั 4X  ฯลฯ  การเปรียบเทยีบแบบนี้

นยิมเรยีก pairwise comparisons 

 ส่วนการเปรียบเทยีบเชิงชอ้นเป็นการเปรียบเทยีบ

ค่าเฉลี่ยโดยมกีารรวมค่าเฉลี่ ย 2 ค่าหรือมากกว่า เปรียบ 

เทียบกบัค่าเฉลี่ ยหนึ่ งค่าเฉลี่ ยรวมกนัของค่าเฉลี่ ย 2 ค่า 

หรือมากกว่าอีกกลุม่ เช่น 1X  กบั ( 2X + 3X )/2 ; 

( 1X + 2X )/2 กบั ( 3X + 4X )/2 เป็นตน้ 

 2. การเปรียบเทยีบแบบไม่มกีารวางแผนล่วงหนา้ 

(uplanned comparisons หรือ posthoc, multiple or a 

posteriori comparisons) การเปรียบเทยีบนี้ ไม่ว่าจะเป็น

ชนิดการเปรียบเทยีบอย่างง่ายหรือการเปรียบเทยีบเชิงซอ้น 

เป็นการเปรียบเทียบความแตกต่างค่าเฉลี่ ยหลงัจากเก็บ

ขอ้มูลแลว้ และส่วนมากเป็นการเปรียบเทียบค่าเฉลี่ ยดงั

จํานวนมาก นักสถิติศาสตร์ส่วนมากแนะนําใหท้าํการ

เปรียบเทยีบค่าเฉลี่ยรายคู่หลงัจาก omnibus F-test มี

นยัสาํคญัทางสถิติแลว้ แต่ก็ยงัมีนกัสถิติศาสตรบ์างท่าน

แนะนําใหท้าํการเปรียบเทียบค่าเฉลี่ ยไดโ้ดยไม่คํานึงว่า 

omnibus F-test จะมนียัสาํคญัทางสถติหิรอืไม ่แต่ทกุท่าน

เสนอว่า จะตอ้งมกีารปรบัหรือควบคุม familywise error 

rate (FWE) แต่ยงัมคีวามเห็นแตกต่างกนัว่า วธิีการ

เปรียบเทียบความแตกต่างค่าเฉลี่ ยของใครดีที่ สุดในการ

ควบคมุหรอืปรบั FWE 

 การเปรยีบเทยีบความแตกต่างค่าเฉลี่ยรายคู่ ไมว่า่

จะเป็นชนดิอย่างงา่ยหรอืชนดิเชงิซอ้น  เป็นการเปรยีบเทยีบ

โดยใชผ้ลรวมเชงิเสน้  (linear combination) ของค่าเฉลี่ย

ประชากร เรยีกการเปรยีบเทยีบแบบนี้วา่การเปรยีบเทยีบเชงิ

เสน้ (linear contrasts) เช่นกรณีการเปรยีบเทยีบอย่างงา่ย 

การเปรยีบเทยีบเชงิเสน้ ไดแ้ก่ การเปรยีบเทยีบค่าเฉลี่ย  2 

ค่า เช่น  1X กบั 2X  ส่วนการเปรยีบเทยีบเชงิซอ้น จะม ี

2
 + 

ผดิพลาดประเภทที่   1 ลดลงจะมผีลทาํใหค่้าความผดิพลาด

ประเภทที่  2 (type ll  error) เพิ่มขึ้นหรือค่าอาํนาจการ

ทดสอบ (power of the test) มค่ีาลดลงดว้ย 

 เนื่ องจากมวีธิกีารทางสถติหิลายวธิทีี่ ใชใ้นการทดสอบ

ความแตกต่างค่าเฉลี่ยรายคู่ นกัวจิยัจงึควรใชเ้กณฑเ์หลา่นี้

ในการเลอืกวธิกีารที่ เหมาะสม  (Field. 2009) 

  1. วธิกีารทดสอบสามารถควบคมุ FWE ไดห้รอืไม ่

  2. วธิกีารทดสอบสามารถควบคมุผดิพลาดประเภท

ที่  2 (type II error) หรอือาํนาจการทดสอบไดห้รอืไม่ 

  3. วธิกีารนี้ เชื่ อถอืไดห้รอืไม ่ถา้ขอ้มลูไมส่อดคลอ้ง

กบัขอ้ตกลงเบื้องตน้บางประการ (assumptions) ของการ

วเิคราะหค์วามแปรปรวน 

Ô ÊÛËé Ô ¾ã  จาํนวนคู่หรอืจาํนวนคร ัง้  ของการเปรยีบเทยีบ

ความแตกต่างค่าเฉลี่ยหาไดจ้ากสูตร 
2

)1k(
k

−
 

(Hinlke Wiersma and Jurs. 1994 ; Sheskin. 2000) 

K แทน จาํนวนค่าเฉลี่ย 

 

³Âß½«Ö °ªÛÌé ÄÌàËÃ é ÀàËÃ­ÐÛÊê ¾ª¾’Û°­’Û é ²ÎàñË (Types 

of Comparisons) 

 การเปรียบเทียบความแตกต่างค่าเฉลี่ ยประชากรโดย

การใช ้omnibus F-test นกัวิจยัสามารถเลอืกการ

เปรียบเทยีบความแตกต่างค่าเฉลี่ยประชากรก่อนหรือหลงั

ทาํการวเิคราะหด์ว้ย omnibus F-test โดยการเปรยีบเทยีบ

ค่าเฉลี่ยดงักล่าวม ี2 แบบ (Sheskin. 200 ; Gravetter 

and Wallnau. 2007 ; Howell.  2007) 

1. การเปรยีบเทยีบแบบวางแผนไวล้่างหนา้ (planned 

comparisons หรือ a priori comparisons) การ

เปรียบเทียบตามวิธีนี้ นกัวิจยัจะกาํหนดการเปรียบเทียบ

ค่าเฉลี่ยประชากรบางคู่ไวก่้อนที่ จะดาํเนินการเก็บรวบรวม

ขอ้มลู เมื่อเก็บขอ้มลูแลว้นกัวจิยัก็ทาํการเปรียบเทยีบความ

แตกต่างค่าเฉลี่ ยรายคู่ตามที่ กําหนดไว ้ต่อมาจึงทาํการ

คาํนวณ  omnibus F-test โดยไม่คาํนึงว่าผลการทดสอบ

จะมีนยัสาํคญัทางสถิติหรือไม่ และไม่จาํเป็นตอ้งปรบัค่า 

familywise error rate (FWE) แต่บางท่านเสนอแนะใหใ้ช ้

จาํนวนคร ัง้ของการทดสอบหารค่าแอลฟาของ omnibus F-

test แลว้ใชเ้ป็นเกณฑใ์นการเปรียบเทยีบความแตกต่าง

ค่าเฉลี่ยแต่ละคู่ (Gravetter and Wallnau. 2007).  

ในทางปฏบิตักิารเปรียบเทยีบแบบวางแผนไวล้่วงหนา้  

แบ่งออกเป็นระดบัย่อย คือ การเปรียบเทียบอย่างง่าย 

(Simple comparisons) กบัการเปรียบเทียบเชิงซอ้น 

(Complex comparisons) โดยการเปรียบเทยีบอย่างง่าย

เป็นการเปรยีบเทยีบความแตกต่างเฉลี่ยคร ัง้ละ  1  คู่  เช่น 

1X  กบั 2X  3X กบั 4X  ฯลฯ  การเปรียบเทยีบแบบนี้

นยิมเรยีก pairwise comparisons 

 ส่วนการเปรียบเทยีบเชิงชอ้นเป็นการเปรียบเทยีบ

ค่าเฉลี่ยโดยมกีารรวมค่าเฉลี่ ย 2 ค่าหรือมากกว่า เปรียบ 

เทียบกบัค่าเฉลี่ ยหนึ่ งค่าเฉลี่ ยรวมกนัของค่าเฉลี่ ย 2 ค่า 

หรือมากกว่าอีกกลุม่ เช่น 1X  กบั ( 2X + 3X )/2 ; 

( 1X + 2X )/2 กบั ( 3X + 4X )/2 เป็นตน้ 

 2. การเปรียบเทยีบแบบไม่มกีารวางแผนล่วงหนา้ 

(uplanned comparisons หรือ posthoc, multiple or a 

posteriori comparisons) การเปรียบเทยีบนี้ ไม่ว่าจะเป็น

ชนิดการเปรียบเทยีบอย่างง่ายหรือการเปรียบเทยีบเชิงซอ้น 

เป็นการเปรียบเทียบความแตกต่างค่าเฉลี่ ยหลงัจากเก็บ

ขอ้มูลแลว้ และส่วนมากเป็นการเปรียบเทียบค่าเฉลี่ ยดงั

จํานวนมาก นักสถิติศาสตร์ส่วนมากแนะนําใหท้าํการ

เปรียบเทยีบค่าเฉลี่ยรายคู่หลงัจาก omnibus F-test มี

นยัสาํคญัทางสถิติแลว้ แต่ก็ยงัมีนกัสถิติศาสตรบ์างท่าน

แนะนําใหท้าํการเปรียบเทียบค่าเฉลี่ ยไดโ้ดยไม่คํานึงว่า 

omnibus F-test จะมนียัสาํคญัทางสถติหิรอืไม ่แต่ทกุท่าน

เสนอว่า จะตอ้งมกีารปรบัหรือควบคุม familywise error 

rate (FWE) แต่ยงัมคีวามเห็นแตกต่างกนัว่า วธิีการ

เปรียบเทียบความแตกต่างค่าเฉลี่ ยของใครดีที่ สุดในการ

ควบคมุหรอืปรบั FWE 

 การเปรยีบเทยีบความแตกต่างค่าเฉลี่ยรายคู่ ไมว่า่

จะเป็นชนดิอย่างงา่ยหรอืชนดิเชงิซอ้น  เป็นการเปรยีบเทยีบ

โดยใชผ้ลรวมเชงิเสน้  (linear combination) ของค่าเฉลี่ย

ประชากร เรยีกการเปรยีบเทยีบแบบนี้วา่การเปรยีบเทยีบเชงิ

เสน้ (linear contrasts) เช่นกรณีการเปรยีบเทยีบอย่างงา่ย 

การเปรยีบเทยีบเชงิเสน้ ไดแ้ก่ การเปรยีบเทยีบค่าเฉลี่ย  2 

ค่า เช่น  1X กบั 2X  ส่วนการเปรยีบเทยีบเชงิซอ้น จะม ี

3
)/2 ; (

ผดิพลาดประเภทที่   1 ลดลงจะมผีลทาํใหค่้าความผดิพลาด

ประเภทที่  2 (type ll  error) เพิ่มขึ้นหรือค่าอาํนาจการ

ทดสอบ (power of the test) มค่ีาลดลงดว้ย 

 เนื่ องจากมวีธิกีารทางสถติหิลายวธิทีี่ ใชใ้นการทดสอบ

ความแตกต่างค่าเฉลี่ยรายคู่ นกัวจิยัจงึควรใชเ้กณฑเ์หลา่นี้

ในการเลอืกวธิกีารที่ เหมาะสม  (Field. 2009) 

  1. วธิกีารทดสอบสามารถควบคมุ FWE ไดห้รอืไม ่

  2. วธิกีารทดสอบสามารถควบคมุผดิพลาดประเภท

ที่  2 (type II error) หรอือาํนาจการทดสอบไดห้รอืไม่ 

  3. วธิกีารนี้ เชื่ อถอืไดห้รอืไม ่ถา้ขอ้มลูไมส่อดคลอ้ง

กบัขอ้ตกลงเบื้องตน้บางประการ (assumptions) ของการ

วเิคราะหค์วามแปรปรวน 

Ô ÊÛËé Ô ¾ã  จาํนวนคู่หรอืจาํนวนคร ัง้  ของการเปรยีบเทยีบ

ความแตกต่างค่าเฉลี่ยหาไดจ้ากสูตร 
2

)1k(
k

−
 

(Hinlke Wiersma and Jurs. 1994 ; Sheskin. 2000) 

K แทน จาํนวนค่าเฉลี่ย 

 

³Âß½«Ö °ªÛÌé ÄÌàËÃ é ÀàËÃ­ÐÛÊê ¾ª¾’Û°­’Û é ²ÎàñË (Types 

of Comparisons) 

 การเปรียบเทียบความแตกต่างค่าเฉลี่ ยประชากรโดย

การใช ้omnibus F-test นกัวิจยัสามารถเลอืกการ

เปรียบเทยีบความแตกต่างค่าเฉลี่ยประชากรก่อนหรือหลงั

ทาํการวเิคราะหด์ว้ย omnibus F-test โดยการเปรยีบเทยีบ

ค่าเฉลี่ยดงักล่าวม ี2 แบบ (Sheskin. 200 ; Gravetter 

and Wallnau. 2007 ; Howell.  2007) 

1. การเปรยีบเทยีบแบบวางแผนไวล้่างหนา้ (planned 

comparisons หรือ a priori comparisons) การ

เปรียบเทียบตามวิธีนี้ นกัวิจยัจะกาํหนดการเปรียบเทียบ

ค่าเฉลี่ยประชากรบางคู่ไวก่้อนที่ จะดาํเนินการเก็บรวบรวม

ขอ้มลู เมื่อเก็บขอ้มลูแลว้นกัวจิยัก็ทาํการเปรียบเทยีบความ

แตกต่างค่าเฉลี่ ยรายคู่ตามที่ กําหนดไว ้ต่อมาจึงทาํการ

คาํนวณ  omnibus F-test โดยไม่คาํนึงว่าผลการทดสอบ

จะมีนยัสาํคญัทางสถิติหรือไม่ และไม่จาํเป็นตอ้งปรบัค่า 

familywise error rate (FWE) แต่บางท่านเสนอแนะใหใ้ช ้

จาํนวนคร ัง้ของการทดสอบหารค่าแอลฟาของ omnibus F-

test แลว้ใชเ้ป็นเกณฑใ์นการเปรียบเทยีบความแตกต่าง

ค่าเฉลี่ยแต่ละคู่ (Gravetter and Wallnau. 2007).  

ในทางปฏบิตักิารเปรียบเทยีบแบบวางแผนไวล้่วงหนา้  

แบ่งออกเป็นระดบัย่อย คือ การเปรียบเทียบอย่างง่าย 

(Simple comparisons) กบัการเปรียบเทียบเชิงซอ้น 

(Complex comparisons) โดยการเปรียบเทยีบอย่างง่าย

เป็นการเปรยีบเทยีบความแตกต่างเฉลี่ยคร ัง้ละ  1  คู่  เช่น 

1X  กบั 2X  3X กบั 4X  ฯลฯ  การเปรียบเทยีบแบบนี้

นยิมเรยีก pairwise comparisons 

 ส่วนการเปรียบเทยีบเชิงชอ้นเป็นการเปรียบเทยีบ

ค่าเฉลี่ยโดยมกีารรวมค่าเฉลี่ ย 2 ค่าหรือมากกว่า เปรียบ 

เทียบกบัค่าเฉลี่ ยหนึ่ งค่าเฉลี่ ยรวมกนัของค่าเฉลี่ ย 2 ค่า 

หรือมากกว่าอีกกลุม่ เช่น 1X  กบั ( 2X + 3X )/2 ; 

( 1X + 2X )/2 กบั ( 3X + 4X )/2 เป็นตน้ 

 2. การเปรียบเทยีบแบบไม่มกีารวางแผนล่วงหนา้ 

(uplanned comparisons หรือ posthoc, multiple or a 

posteriori comparisons) การเปรียบเทยีบนี้ ไม่ว่าจะเป็น

ชนิดการเปรียบเทยีบอย่างง่ายหรือการเปรียบเทยีบเชิงซอ้น 

เป็นการเปรียบเทียบความแตกต่างค่าเฉลี่ ยหลงัจากเก็บ

ขอ้มูลแลว้ และส่วนมากเป็นการเปรียบเทียบค่าเฉลี่ ยดงั

จํานวนมาก นักสถิติศาสตร์ส่วนมากแนะนําใหท้าํการ

เปรียบเทยีบค่าเฉลี่ยรายคู่หลงัจาก omnibus F-test มี

นยัสาํคญัทางสถิติแลว้ แต่ก็ยงัมีนกัสถิติศาสตรบ์างท่าน

แนะนําใหท้าํการเปรียบเทียบค่าเฉลี่ ยไดโ้ดยไม่คํานึงว่า 

omnibus F-test จะมนียัสาํคญัทางสถติหิรอืไม ่แต่ทกุท่าน

เสนอว่า จะตอ้งมกีารปรบัหรือควบคุม familywise error 

rate (FWE) แต่ยงัมคีวามเห็นแตกต่างกนัว่า วธิีการ

เปรียบเทียบความแตกต่างค่าเฉลี่ ยของใครดีที่ สุดในการ

ควบคมุหรอืปรบั FWE 

 การเปรยีบเทยีบความแตกต่างค่าเฉลี่ยรายคู่ ไมว่า่

จะเป็นชนดิอย่างงา่ยหรอืชนดิเชงิซอ้น  เป็นการเปรยีบเทยีบ

โดยใชผ้ลรวมเชงิเสน้  (linear combination) ของค่าเฉลี่ย

ประชากร เรยีกการเปรยีบเทยีบแบบนี้วา่การเปรยีบเทยีบเชงิ

เสน้ (linear contrasts) เช่นกรณีการเปรยีบเทยีบอย่างงา่ย 

การเปรยีบเทยีบเชงิเสน้ ไดแ้ก่ การเปรยีบเทยีบค่าเฉลี่ย  2 

ค่า เช่น  1X กบั 2X  ส่วนการเปรยีบเทยีบเชงิซอ้น จะม ี

1
+ 

ผดิพลาดประเภทที่   1 ลดลงจะมผีลทาํใหค่้าความผดิพลาด

ประเภทที่  2 (type ll  error) เพิ่มขึ้นหรือค่าอาํนาจการ

ทดสอบ (power of the test) มค่ีาลดลงดว้ย 

 เนื่ องจากมวีธิกีารทางสถติหิลายวธิทีี่ ใชใ้นการทดสอบ

ความแตกต่างค่าเฉลี่ยรายคู่ นกัวจิยัจงึควรใชเ้กณฑเ์หลา่นี้

ในการเลอืกวธิกีารที่ เหมาะสม  (Field. 2009) 

  1. วธิกีารทดสอบสามารถควบคมุ FWE ไดห้รอืไม ่

  2. วธิกีารทดสอบสามารถควบคมุผดิพลาดประเภท

ที่  2 (type II error) หรอือาํนาจการทดสอบไดห้รอืไม่ 

  3. วธิกีารนี้ เชื่ อถอืไดห้รอืไม ่ถา้ขอ้มลูไมส่อดคลอ้ง

กบัขอ้ตกลงเบื้องตน้บางประการ (assumptions) ของการ

วเิคราะหค์วามแปรปรวน 

Ô ÊÛËé Ô ¾ã  จาํนวนคู่หรอืจาํนวนคร ัง้  ของการเปรยีบเทยีบ

ความแตกต่างค่าเฉลี่ยหาไดจ้ากสูตร 
2

)1k(
k

−
 

(Hinlke Wiersma and Jurs. 1994 ; Sheskin. 2000) 

K แทน จาํนวนค่าเฉลี่ย 

 

³Âß½«Ö °ªÛÌé ÄÌàËÃ é ÀàËÃ­ÐÛÊê ¾ª¾’Û°­’Û é ²ÎàñË (Types 

of Comparisons) 

 การเปรียบเทียบความแตกต่างค่าเฉลี่ ยประชากรโดย

การใช ้omnibus F-test นกัวิจยัสามารถเลอืกการ

เปรียบเทยีบความแตกต่างค่าเฉลี่ยประชากรก่อนหรือหลงั

ทาํการวเิคราะหด์ว้ย omnibus F-test โดยการเปรยีบเทยีบ

ค่าเฉลี่ยดงักล่าวม ี2 แบบ (Sheskin. 200 ; Gravetter 

and Wallnau. 2007 ; Howell.  2007) 

1. การเปรยีบเทยีบแบบวางแผนไวล้่างหนา้ (planned 

comparisons หรือ a priori comparisons) การ

เปรียบเทียบตามวิธีนี้ นกัวิจยัจะกาํหนดการเปรียบเทียบ

ค่าเฉลี่ยประชากรบางคู่ไวก่้อนที่ จะดาํเนินการเก็บรวบรวม

ขอ้มลู เมื่อเก็บขอ้มลูแลว้นกัวจิยัก็ทาํการเปรียบเทยีบความ

แตกต่างค่าเฉลี่ ยรายคู่ตามที่ กําหนดไว ้ต่อมาจึงทาํการ

คาํนวณ  omnibus F-test โดยไม่คาํนึงว่าผลการทดสอบ

จะมีนยัสาํคญัทางสถิติหรือไม่ และไม่จาํเป็นตอ้งปรบัค่า 

familywise error rate (FWE) แต่บางท่านเสนอแนะใหใ้ช ้

จาํนวนคร ัง้ของการทดสอบหารค่าแอลฟาของ omnibus F-

test แลว้ใชเ้ป็นเกณฑใ์นการเปรียบเทยีบความแตกต่าง

ค่าเฉลี่ยแต่ละคู่ (Gravetter and Wallnau. 2007).  

ในทางปฏบิตักิารเปรียบเทยีบแบบวางแผนไวล้่วงหนา้  

แบ่งออกเป็นระดบัย่อย คือ การเปรียบเทียบอย่างง่าย 

(Simple comparisons) กบัการเปรียบเทียบเชิงซอ้น 

(Complex comparisons) โดยการเปรียบเทยีบอย่างง่าย

เป็นการเปรยีบเทยีบความแตกต่างเฉลี่ยคร ัง้ละ  1  คู่  เช่น 

1X  กบั 2X  3X กบั 4X  ฯลฯ  การเปรียบเทยีบแบบนี้

นยิมเรยีก pairwise comparisons 

 ส่วนการเปรียบเทยีบเชิงชอ้นเป็นการเปรียบเทยีบ

ค่าเฉลี่ยโดยมกีารรวมค่าเฉลี่ ย 2 ค่าหรือมากกว่า เปรียบ 

เทียบกบัค่าเฉลี่ ยหนึ่ งค่าเฉลี่ ยรวมกนัของค่าเฉลี่ ย 2 ค่า 

หรือมากกว่าอีกกลุม่ เช่น 1X  กบั ( 2X + 3X )/2 ; 

( 1X + 2X )/2 กบั ( 3X + 4X )/2 เป็นตน้ 

 2. การเปรียบเทยีบแบบไม่มกีารวางแผนล่วงหนา้ 

(uplanned comparisons หรือ posthoc, multiple or a 

posteriori comparisons) การเปรียบเทยีบนี้ ไม่ว่าจะเป็น

ชนิดการเปรียบเทยีบอย่างง่ายหรือการเปรียบเทยีบเชิงซอ้น 

เป็นการเปรียบเทียบความแตกต่างค่าเฉลี่ ยหลงัจากเก็บ

ขอ้มูลแลว้ และส่วนมากเป็นการเปรียบเทียบค่าเฉลี่ ยดงั

จํานวนมาก นักสถิติศาสตร์ส่วนมากแนะนําใหท้าํการ

เปรียบเทยีบค่าเฉลี่ยรายคู่หลงัจาก omnibus F-test มี

นยัสาํคญัทางสถิติแลว้ แต่ก็ยงัมีนกัสถิติศาสตรบ์างท่าน

แนะนําใหท้าํการเปรียบเทียบค่าเฉลี่ ยไดโ้ดยไม่คํานึงว่า 

omnibus F-test จะมนียัสาํคญัทางสถติหิรอืไม ่แต่ทกุท่าน

เสนอว่า จะตอ้งมกีารปรบัหรือควบคุม familywise error 

rate (FWE) แต่ยงัมคีวามเห็นแตกต่างกนัว่า วธิีการ

เปรียบเทียบความแตกต่างค่าเฉลี่ ยของใครดีที่ สุดในการ

ควบคมุหรอืปรบั FWE 

 การเปรยีบเทยีบความแตกต่างค่าเฉลี่ยรายคู่ ไมว่า่

จะเป็นชนดิอย่างงา่ยหรอืชนดิเชงิซอ้น  เป็นการเปรยีบเทยีบ

โดยใชผ้ลรวมเชงิเสน้  (linear combination) ของค่าเฉลี่ย

ประชากร เรยีกการเปรยีบเทยีบแบบนี้วา่การเปรยีบเทยีบเชงิ

เสน้ (linear contrasts) เช่นกรณีการเปรยีบเทยีบอย่างงา่ย 

การเปรยีบเทยีบเชงิเสน้ ไดแ้ก่ การเปรยีบเทยีบค่าเฉลี่ย  2 

ค่า เช่น  1X กบั 2X  ส่วนการเปรยีบเทยีบเชงิซอ้น จะม ี

2
)/2 กับ (

ผดิพลาดประเภทที่   1 ลดลงจะมผีลทาํใหค่้าความผดิพลาด

ประเภทที่  2 (type ll  error) เพิ่มขึ้นหรือค่าอาํนาจการ

ทดสอบ (power of the test) มค่ีาลดลงดว้ย 

 เนื่ องจากมวีธิกีารทางสถติหิลายวธิทีี่ ใชใ้นการทดสอบ

ความแตกต่างค่าเฉลี่ยรายคู่ นกัวจิยัจงึควรใชเ้กณฑเ์หลา่นี้

ในการเลอืกวธิกีารที่ เหมาะสม  (Field. 2009) 

  1. วธิกีารทดสอบสามารถควบคมุ FWE ไดห้รอืไม ่

  2. วธิกีารทดสอบสามารถควบคมุผดิพลาดประเภท

ที่  2 (type II error) หรอือาํนาจการทดสอบไดห้รอืไม่ 

  3. วธิกีารนี้ เชื่ อถอืไดห้รอืไม ่ถา้ขอ้มลูไมส่อดคลอ้ง

กบัขอ้ตกลงเบื้องตน้บางประการ (assumptions) ของการ

วเิคราะหค์วามแปรปรวน 

Ô ÊÛËé Ô ¾ã  จาํนวนคู่หรอืจาํนวนคร ัง้  ของการเปรยีบเทยีบ

ความแตกต่างค่าเฉลี่ยหาไดจ้ากสูตร 
2

)1k(
k

−
 

(Hinlke Wiersma and Jurs. 1994 ; Sheskin. 2000) 

K แทน จาํนวนค่าเฉลี่ย 

 

³Âß½«Ö °ªÛÌé ÄÌàËÃ é ÀàËÃ­ÐÛÊê ¾ª¾’Û°­’Û é ²ÎàñË (Types 

of Comparisons) 

 การเปรียบเทียบความแตกต่างค่าเฉลี่ ยประชากรโดย

การใช ้omnibus F-test นกัวิจยัสามารถเลอืกการ

เปรียบเทยีบความแตกต่างค่าเฉลี่ยประชากรก่อนหรือหลงั

ทาํการวเิคราะหด์ว้ย omnibus F-test โดยการเปรยีบเทยีบ

ค่าเฉลี่ยดงักล่าวม ี2 แบบ (Sheskin. 200 ; Gravetter 

and Wallnau. 2007 ; Howell.  2007) 

1. การเปรยีบเทยีบแบบวางแผนไวล้่างหนา้ (planned 

comparisons หรือ a priori comparisons) การ

เปรียบเทียบตามวิธีนี้ นกัวิจยัจะกาํหนดการเปรียบเทียบ

ค่าเฉลี่ยประชากรบางคู่ไวก่้อนที่ จะดาํเนินการเก็บรวบรวม

ขอ้มลู เมื่อเก็บขอ้มลูแลว้นกัวจิยัก็ทาํการเปรียบเทยีบความ

แตกต่างค่าเฉลี่ ยรายคู่ตามที่ กําหนดไว ้ต่อมาจึงทาํการ

คาํนวณ  omnibus F-test โดยไม่คาํนึงว่าผลการทดสอบ

จะมีนยัสาํคญัทางสถิติหรือไม่ และไม่จาํเป็นตอ้งปรบัค่า 

familywise error rate (FWE) แต่บางท่านเสนอแนะใหใ้ช ้

จาํนวนคร ัง้ของการทดสอบหารค่าแอลฟาของ omnibus F-

test แลว้ใชเ้ป็นเกณฑใ์นการเปรียบเทยีบความแตกต่าง

ค่าเฉลี่ยแต่ละคู่ (Gravetter and Wallnau. 2007).  

ในทางปฏบิตักิารเปรียบเทยีบแบบวางแผนไวล้่วงหนา้  

แบ่งออกเป็นระดบัย่อย คือ การเปรียบเทียบอย่างง่าย 

(Simple comparisons) กบัการเปรียบเทียบเชิงซอ้น 

(Complex comparisons) โดยการเปรียบเทยีบอย่างง่าย

เป็นการเปรยีบเทยีบความแตกต่างเฉลี่ยคร ัง้ละ  1  คู่  เช่น 

1X  กบั 2X  3X กบั 4X  ฯลฯ  การเปรียบเทยีบแบบนี้

นยิมเรยีก pairwise comparisons 

 ส่วนการเปรียบเทยีบเชิงชอ้นเป็นการเปรียบเทยีบ

ค่าเฉลี่ยโดยมกีารรวมค่าเฉลี่ ย 2 ค่าหรือมากกว่า เปรียบ 

เทียบกบัค่าเฉลี่ ยหนึ่ งค่าเฉลี่ ยรวมกนัของค่าเฉลี่ ย 2 ค่า 

หรือมากกว่าอีกกลุม่ เช่น 1X  กบั ( 2X + 3X )/2 ; 

( 1X + 2X )/2 กบั ( 3X + 4X )/2 เป็นตน้ 

 2. การเปรียบเทยีบแบบไม่มกีารวางแผนล่วงหนา้ 

(uplanned comparisons หรือ posthoc, multiple or a 

posteriori comparisons) การเปรียบเทยีบนี้ ไม่ว่าจะเป็น

ชนิดการเปรียบเทยีบอย่างง่ายหรือการเปรียบเทยีบเชิงซอ้น 

เป็นการเปรียบเทียบความแตกต่างค่าเฉลี่ ยหลงัจากเก็บ

ขอ้มูลแลว้ และส่วนมากเป็นการเปรียบเทียบค่าเฉลี่ ยดงั

จํานวนมาก นักสถิติศาสตร์ส่วนมากแนะนําใหท้าํการ

เปรียบเทยีบค่าเฉลี่ยรายคู่หลงัจาก omnibus F-test มี

นยัสาํคญัทางสถิติแลว้ แต่ก็ยงัมีนกัสถิติศาสตรบ์างท่าน

แนะนําใหท้าํการเปรียบเทียบค่าเฉลี่ ยไดโ้ดยไม่คํานึงว่า 

omnibus F-test จะมนียัสาํคญัทางสถติหิรอืไม ่แต่ทกุท่าน

เสนอว่า จะตอ้งมกีารปรบัหรือควบคุม familywise error 

rate (FWE) แต่ยงัมคีวามเห็นแตกต่างกนัว่า วธิีการ

เปรียบเทียบความแตกต่างค่าเฉลี่ ยของใครดีที่ สุดในการ

ควบคมุหรอืปรบั FWE 

 การเปรยีบเทยีบความแตกต่างค่าเฉลี่ยรายคู่ ไมว่า่

จะเป็นชนดิอย่างงา่ยหรอืชนดิเชงิซอ้น  เป็นการเปรยีบเทยีบ

โดยใชผ้ลรวมเชงิเสน้  (linear combination) ของค่าเฉลี่ย

ประชากร เรยีกการเปรยีบเทยีบแบบนี้วา่การเปรยีบเทยีบเชงิ

เสน้ (linear contrasts) เช่นกรณีการเปรยีบเทยีบอย่างงา่ย 

การเปรยีบเทยีบเชงิเสน้ ไดแ้ก่ การเปรยีบเทยีบค่าเฉลี่ย  2 

ค่า เช่น  1X กบั 2X  ส่วนการเปรยีบเทยีบเชงิซอ้น จะม ี

3
 + 

ผดิพลาดประเภทที่   1 ลดลงจะมผีลทาํใหค่้าความผดิพลาด

ประเภทที่  2 (type ll  error) เพิ่มขึ้นหรือค่าอาํนาจการ

ทดสอบ (power of the test) มค่ีาลดลงดว้ย 

 เนื่ องจากมวีธิกีารทางสถติหิลายวธิทีี่ ใชใ้นการทดสอบ

ความแตกต่างค่าเฉลี่ยรายคู่ นกัวจิยัจงึควรใชเ้กณฑเ์หลา่นี้

ในการเลอืกวธิกีารที่ เหมาะสม  (Field. 2009) 

  1. วธิกีารทดสอบสามารถควบคมุ FWE ไดห้รอืไม ่

  2. วธิกีารทดสอบสามารถควบคมุผดิพลาดประเภท

ที่  2 (type II error) หรอือาํนาจการทดสอบไดห้รอืไม่ 

  3. วธิกีารนี้ เชื่ อถอืไดห้รอืไม ่ถา้ขอ้มลูไมส่อดคลอ้ง

กบัขอ้ตกลงเบื้องตน้บางประการ (assumptions) ของการ

วเิคราะหค์วามแปรปรวน 

Ô ÊÛËé Ô ¾ã  จาํนวนคู่หรอืจาํนวนคร ัง้  ของการเปรยีบเทยีบ

ความแตกต่างค่าเฉลี่ยหาไดจ้ากสูตร 
2

)1k(
k

−
 

(Hinlke Wiersma and Jurs. 1994 ; Sheskin. 2000) 

K แทน จาํนวนค่าเฉลี่ย 

 

³Âß½«Ö °ªÛÌé ÄÌàËÃ é ÀàËÃ­ÐÛÊê ¾ª¾’Û°­’Û é ²ÎàñË (Types 

of Comparisons) 

 การเปรียบเทียบความแตกต่างค่าเฉลี่ ยประชากรโดย

การใช ้omnibus F-test นกัวิจยัสามารถเลอืกการ

เปรียบเทยีบความแตกต่างค่าเฉลี่ยประชากรก่อนหรือหลงั

ทาํการวเิคราะหด์ว้ย omnibus F-test โดยการเปรยีบเทยีบ

ค่าเฉลี่ยดงักล่าวม ี2 แบบ (Sheskin. 200 ; Gravetter 

and Wallnau. 2007 ; Howell.  2007) 

1. การเปรยีบเทยีบแบบวางแผนไวล้่างหนา้ (planned 

comparisons หรือ a priori comparisons) การ

เปรียบเทียบตามวิธีนี้ นกัวิจยัจะกาํหนดการเปรียบเทียบ

ค่าเฉลี่ยประชากรบางคู่ไวก่้อนที่ จะดาํเนินการเก็บรวบรวม

ขอ้มลู เมื่อเก็บขอ้มลูแลว้นกัวจิยัก็ทาํการเปรียบเทยีบความ

แตกต่างค่าเฉลี่ ยรายคู่ตามที่ กําหนดไว ้ต่อมาจึงทาํการ

คาํนวณ  omnibus F-test โดยไม่คาํนึงว่าผลการทดสอบ

จะมีนยัสาํคญัทางสถิติหรือไม่ และไม่จาํเป็นตอ้งปรบัค่า 

familywise error rate (FWE) แต่บางท่านเสนอแนะใหใ้ช ้

จาํนวนคร ัง้ของการทดสอบหารค่าแอลฟาของ omnibus F-

test แลว้ใชเ้ป็นเกณฑใ์นการเปรียบเทยีบความแตกต่าง

ค่าเฉลี่ยแต่ละคู่ (Gravetter and Wallnau. 2007).  

ในทางปฏบิตักิารเปรียบเทยีบแบบวางแผนไวล้่วงหนา้  

แบ่งออกเป็นระดบัย่อย คือ การเปรียบเทียบอย่างง่าย 

(Simple comparisons) กบัการเปรียบเทียบเชิงซอ้น 

(Complex comparisons) โดยการเปรียบเทยีบอย่างง่าย

เป็นการเปรยีบเทยีบความแตกต่างเฉลี่ยคร ัง้ละ  1  คู่  เช่น 

1X  กบั 2X  3X กบั 4X  ฯลฯ  การเปรียบเทยีบแบบนี้

นยิมเรยีก pairwise comparisons 

 ส่วนการเปรียบเทยีบเชิงชอ้นเป็นการเปรียบเทยีบ

ค่าเฉลี่ยโดยมกีารรวมค่าเฉลี่ ย 2 ค่าหรือมากกว่า เปรียบ 

เทียบกบัค่าเฉลี่ ยหนึ่ งค่าเฉลี่ ยรวมกนัของค่าเฉลี่ ย 2 ค่า 

หรือมากกว่าอีกกลุม่ เช่น 1X  กบั ( 2X + 3X )/2 ; 

( 1X + 2X )/2 กบั ( 3X + 4X )/2 เป็นตน้ 

 2. การเปรียบเทยีบแบบไม่มกีารวางแผนล่วงหนา้ 

(uplanned comparisons หรือ posthoc, multiple or a 

posteriori comparisons) การเปรียบเทยีบนี้ ไม่ว่าจะเป็น

ชนิดการเปรียบเทยีบอย่างง่ายหรือการเปรียบเทยีบเชิงซอ้น 

เป็นการเปรียบเทียบความแตกต่างค่าเฉลี่ ยหลงัจากเก็บ

ขอ้มูลแลว้ และส่วนมากเป็นการเปรียบเทียบค่าเฉลี่ ยดงั

จํานวนมาก นักสถิติศาสตร์ส่วนมากแนะนําใหท้าํการ

เปรียบเทยีบค่าเฉลี่ยรายคู่หลงัจาก omnibus F-test มี

นยัสาํคญัทางสถิติแลว้ แต่ก็ยงัมีนกัสถิติศาสตรบ์างท่าน

แนะนําใหท้าํการเปรียบเทียบค่าเฉลี่ ยไดโ้ดยไม่คํานึงว่า 

omnibus F-test จะมนียัสาํคญัทางสถติหิรอืไม ่แต่ทกุท่าน

เสนอว่า จะตอ้งมกีารปรบัหรือควบคุม familywise error 

rate (FWE) แต่ยงัมคีวามเห็นแตกต่างกนัว่า วธิีการ

เปรียบเทียบความแตกต่างค่าเฉลี่ ยของใครดีที่ สุดในการ

ควบคมุหรอืปรบั FWE 

 การเปรยีบเทยีบความแตกต่างค่าเฉลี่ยรายคู่ ไมว่า่

จะเป็นชนดิอย่างงา่ยหรอืชนดิเชงิซอ้น  เป็นการเปรยีบเทยีบ

โดยใชผ้ลรวมเชงิเสน้  (linear combination) ของค่าเฉลี่ย

ประชากร เรยีกการเปรยีบเทยีบแบบนี้วา่การเปรยีบเทยีบเชงิ

เสน้ (linear contrasts) เช่นกรณีการเปรยีบเทยีบอย่างงา่ย 

การเปรยีบเทยีบเชงิเสน้ ไดแ้ก่ การเปรยีบเทยีบค่าเฉลี่ย  2 

ค่า เช่น  1X กบั 2X  ส่วนการเปรยีบเทยีบเชงิซอ้น จะม ี

4
)/2 เปนตน

 2. การเปรียบเทียบแบบไมมีการวางแผนลวงหนา 

(Uplanned comparisons หรือ Posthoc, multiple or A 

posteriori comparisons) การเปรียบเทียบนี้ไมวาจะเปนชนิด

การเปรียบเทียบอยางงายหรือการเปรียบเทียบเชิงซอน เปนการ

เปรียบเทียบความแตกตางคาเฉลี่ยหลังจากเก็บขอมูลแลว 

และส วนมากเป นการเปรียบเทียบค  า เฉลี่ ย จํ านวนมาก                       

นกัสถติศิาสตรสวนมากแนะนาํใหทาํการเปรียบเทียบคาเฉลีย่ราย

คูหลังจาก Omnibus F-test มีนัยสําคัญทางสถิติแลว แตก็ยังมี

นักสถิติศาสตรบางทานแนะนําใหทําการเปรียบเทียบคาเฉลี่ยได

โดยไมคํานึงวา Omnibus F-test จะมีนัยสําคัญทางสถิติหรือไม 

แตทุกทานเสนอวา จะตองมีการปรับหรือควบคุม Familywise 

error rate (FWE) แตยังมีความเห็นแตกตางกันวา วิธีการเปรียบ

เทียบความแตกตางคาเฉลี่ยของใครดีที่สุดในการควบคุมหรือ   

ปรับ FWE

 การเปรียบเทียบความแตกตางคาเฉลี่ยรายคู ไมวาจะ

เปนชนิดอยางงายหรือชนิดเชิงซอน  เปนการเปรียบเทียบโดยใช

ผลรวมเชิงเสน  (Linear combination) ของคาเฉลี่ยประชากร 

เรียกการเปรียบเทียบแบบนี้วาการเปรียบเทียบเชิงเสน (Linear 

contrasts) เชนกรณีการเปรียบเทียบอยางงาย การเปรียบเทียบ

เชิงเสน ไดแก การเปรียบเทียบคาเฉลี่ย  2 คา เชน 

ผดิพลาดประเภทที่   1 ลดลงจะมผีลทาํใหค่้าความผดิพลาด

ประเภทที่  2 (type ll  error) เพิ่มขึ้นหรือค่าอาํนาจการ

ทดสอบ (power of the test) มค่ีาลดลงดว้ย 

 เนื่ องจากมวีธิกีารทางสถติหิลายวธิทีี่ ใชใ้นการทดสอบ

ความแตกต่างค่าเฉลี่ยรายคู่ นกัวจิยัจงึควรใชเ้กณฑเ์หลา่นี้

ในการเลอืกวธิกีารที่ เหมาะสม  (Field. 2009) 

  1. วธิกีารทดสอบสามารถควบคมุ FWE ไดห้รอืไม ่

  2. วธิกีารทดสอบสามารถควบคมุผดิพลาดประเภท

ที่  2 (type II error) หรอือาํนาจการทดสอบไดห้รอืไม่ 

  3. วธิกีารนี้ เชื่ อถอืไดห้รอืไม ่ถา้ขอ้มลูไมส่อดคลอ้ง

กบัขอ้ตกลงเบื้องตน้บางประการ (assumptions) ของการ

วเิคราะหค์วามแปรปรวน 

Ô ÊÛËé Ô ¾ã  จาํนวนคู่หรอืจาํนวนคร ัง้  ของการเปรยีบเทยีบ

ความแตกต่างค่าเฉลี่ยหาไดจ้ากสูตร 
2

)1k(
k

−
 

(Hinlke Wiersma and Jurs. 1994 ; Sheskin. 2000) 

K แทน จาํนวนค่าเฉลี่ย 

 

³Âß½«Ö °ªÛÌé ÄÌàËÃ é ÀàËÃ­ÐÛÊê ¾ª¾’Û°­’Û é ²ÎàñË (Types 

of Comparisons) 

 การเปรียบเทียบความแตกต่างค่าเฉลี่ ยประชากรโดย

การใช ้omnibus F-test นกัวิจยัสามารถเลอืกการ

เปรียบเทยีบความแตกต่างค่าเฉลี่ยประชากรก่อนหรือหลงั

ทาํการวเิคราะหด์ว้ย omnibus F-test โดยการเปรยีบเทยีบ

ค่าเฉลี่ยดงักล่าวม ี2 แบบ (Sheskin. 200 ; Gravetter 

and Wallnau. 2007 ; Howell.  2007) 

1. การเปรยีบเทยีบแบบวางแผนไวล้่างหนา้ (planned 

comparisons หรือ a priori comparisons) การ

เปรียบเทียบตามวิธีนี้ นกัวิจยัจะกาํหนดการเปรียบเทียบ

ค่าเฉลี่ยประชากรบางคู่ไวก่้อนที่ จะดาํเนินการเก็บรวบรวม

ขอ้มลู เมื่อเก็บขอ้มลูแลว้นกัวจิยัก็ทาํการเปรียบเทยีบความ

แตกต่างค่าเฉลี่ ยรายคู่ตามที่ กําหนดไว ้ต่อมาจึงทาํการ

คาํนวณ  omnibus F-test โดยไม่คาํนึงว่าผลการทดสอบ

จะมีนยัสาํคญัทางสถิติหรือไม่ และไม่จาํเป็นตอ้งปรบัค่า 

familywise error rate (FWE) แต่บางท่านเสนอแนะใหใ้ช ้

จาํนวนคร ัง้ของการทดสอบหารค่าแอลฟาของ omnibus F-

test แลว้ใชเ้ป็นเกณฑใ์นการเปรียบเทยีบความแตกต่าง

ค่าเฉลี่ยแต่ละคู่ (Gravetter and Wallnau. 2007).  

ในทางปฏบิตักิารเปรียบเทยีบแบบวางแผนไวล้่วงหนา้  

แบ่งออกเป็นระดบัย่อย คือ การเปรียบเทียบอย่างง่าย 

(Simple comparisons) กบัการเปรียบเทียบเชิงซอ้น 

(Complex comparisons) โดยการเปรียบเทยีบอย่างง่าย

เป็นการเปรยีบเทยีบความแตกต่างเฉลี่ยคร ัง้ละ  1  คู่  เช่น 

1X  กบั 2X  3X กบั 4X  ฯลฯ  การเปรียบเทยีบแบบนี้

นยิมเรยีก pairwise comparisons 

 ส่วนการเปรียบเทยีบเชิงชอ้นเป็นการเปรียบเทยีบ

ค่าเฉลี่ยโดยมกีารรวมค่าเฉลี่ ย 2 ค่าหรือมากกว่า เปรียบ 

เทียบกบัค่าเฉลี่ ยหนึ่ งค่าเฉลี่ ยรวมกนัของค่าเฉลี่ ย 2 ค่า 

หรือมากกว่าอีกกลุม่ เช่น 1X  กบั ( 2X + 3X )/2 ; 

( 1X + 2X )/2 กบั ( 3X + 4X )/2 เป็นตน้ 

 2. การเปรียบเทยีบแบบไม่มกีารวางแผนล่วงหนา้ 

(uplanned comparisons หรือ posthoc, multiple or a 

posteriori comparisons) การเปรียบเทยีบนี้ ไม่ว่าจะเป็น

ชนิดการเปรียบเทยีบอย่างง่ายหรือการเปรียบเทยีบเชิงซอ้น 

เป็นการเปรียบเทียบความแตกต่างค่าเฉลี่ ยหลงัจากเก็บ

ขอ้มูลแลว้ และส่วนมากเป็นการเปรียบเทียบค่าเฉลี่ ยดงั

จํานวนมาก นักสถิติศาสตร์ส่วนมากแนะนําใหท้าํการ

เปรียบเทยีบค่าเฉลี่ยรายคู่หลงัจาก omnibus F-test มี

นยัสาํคญัทางสถิติแลว้ แต่ก็ยงัมีนกัสถิติศาสตรบ์างท่าน

แนะนําใหท้าํการเปรียบเทียบค่าเฉลี่ ยไดโ้ดยไม่คํานึงว่า 

omnibus F-test จะมนียัสาํคญัทางสถติหิรอืไม ่แต่ทกุท่าน

เสนอว่า จะตอ้งมกีารปรบัหรือควบคุม familywise error 

rate (FWE) แต่ยงัมคีวามเห็นแตกต่างกนัว่า วธิีการ

เปรียบเทียบความแตกต่างค่าเฉลี่ ยของใครดีที่ สุดในการ

ควบคมุหรอืปรบั FWE 

 การเปรยีบเทยีบความแตกต่างค่าเฉลี่ยรายคู่ ไมว่า่

จะเป็นชนดิอย่างงา่ยหรอืชนดิเชงิซอ้น  เป็นการเปรยีบเทยีบ

โดยใชผ้ลรวมเชงิเสน้  (linear combination) ของค่าเฉลี่ย

ประชากร เรยีกการเปรยีบเทยีบแบบนี้วา่การเปรยีบเทยีบเชงิ

เสน้ (linear contrasts) เช่นกรณีการเปรยีบเทยีบอย่างงา่ย 

การเปรยีบเทยีบเชงิเสน้ ไดแ้ก่ การเปรยีบเทยีบค่าเฉลี่ย  2 

ค่า เช่น  1X กบั 2X  ส่วนการเปรยีบเทยีบเชงิซอ้น จะม ี

1
กับ 

ผดิพลาดประเภทที่   1 ลดลงจะมผีลทาํใหค่้าความผดิพลาด

ประเภทที่  2 (type ll  error) เพิ่มขึ้นหรือค่าอาํนาจการ

ทดสอบ (power of the test) มค่ีาลดลงดว้ย 

 เนื่ องจากมวีธิกีารทางสถติหิลายวธิทีี่ ใชใ้นการทดสอบ

ความแตกต่างค่าเฉลี่ยรายคู่ นกัวจิยัจงึควรใชเ้กณฑเ์หลา่นี้

ในการเลอืกวธิกีารที่ เหมาะสม  (Field. 2009) 

  1. วธิกีารทดสอบสามารถควบคมุ FWE ไดห้รอืไม ่

  2. วธิกีารทดสอบสามารถควบคมุผดิพลาดประเภท

ที่  2 (type II error) หรอือาํนาจการทดสอบไดห้รอืไม่ 

  3. วธิกีารนี้ เชื่ อถอืไดห้รอืไม ่ถา้ขอ้มลูไมส่อดคลอ้ง

กบัขอ้ตกลงเบื้องตน้บางประการ (assumptions) ของการ

วเิคราะหค์วามแปรปรวน 

Ô ÊÛËé Ô ¾ã  จาํนวนคู่หรอืจาํนวนคร ัง้  ของการเปรยีบเทยีบ

ความแตกต่างค่าเฉลี่ยหาไดจ้ากสูตร 
2

)1k(
k

−
 

(Hinlke Wiersma and Jurs. 1994 ; Sheskin. 2000) 

K แทน จาํนวนค่าเฉลี่ย 

 

³Âß½«Ö °ªÛÌé ÄÌàËÃ é ÀàËÃ­ÐÛÊê ¾ª¾’Û°­’Û é ²ÎàñË (Types 

of Comparisons) 

 การเปรียบเทียบความแตกต่างค่าเฉลี่ ยประชากรโดย

การใช ้omnibus F-test นกัวิจยัสามารถเลอืกการ

เปรียบเทยีบความแตกต่างค่าเฉลี่ยประชากรก่อนหรือหลงั

ทาํการวเิคราะหด์ว้ย omnibus F-test โดยการเปรยีบเทยีบ

ค่าเฉลี่ยดงักล่าวม ี2 แบบ (Sheskin. 200 ; Gravetter 

and Wallnau. 2007 ; Howell.  2007) 

1. การเปรยีบเทยีบแบบวางแผนไวล้่างหนา้ (planned 

comparisons หรือ a priori comparisons) การ

เปรียบเทียบตามวิธีนี้ นกัวิจยัจะกาํหนดการเปรียบเทียบ

ค่าเฉลี่ยประชากรบางคู่ไวก่้อนที่ จะดาํเนินการเก็บรวบรวม

ขอ้มลู เมื่อเก็บขอ้มลูแลว้นกัวจิยัก็ทาํการเปรียบเทยีบความ

แตกต่างค่าเฉลี่ ยรายคู่ตามที่ กําหนดไว ้ต่อมาจึงทาํการ

คาํนวณ  omnibus F-test โดยไม่คาํนึงว่าผลการทดสอบ

จะมีนยัสาํคญัทางสถิติหรือไม่ และไม่จาํเป็นตอ้งปรบัค่า 

familywise error rate (FWE) แต่บางท่านเสนอแนะใหใ้ช ้

จาํนวนคร ัง้ของการทดสอบหารค่าแอลฟาของ omnibus F-

test แลว้ใชเ้ป็นเกณฑใ์นการเปรียบเทยีบความแตกต่าง

ค่าเฉลี่ยแต่ละคู่ (Gravetter and Wallnau. 2007).  

ในทางปฏบิตักิารเปรียบเทยีบแบบวางแผนไวล้่วงหนา้  

แบ่งออกเป็นระดบัย่อย คือ การเปรียบเทียบอย่างง่าย 

(Simple comparisons) กบัการเปรียบเทียบเชิงซอ้น 

(Complex comparisons) โดยการเปรียบเทยีบอย่างง่าย

เป็นการเปรยีบเทยีบความแตกต่างเฉลี่ยคร ัง้ละ  1  คู่  เช่น 

1X  กบั 2X  3X กบั 4X  ฯลฯ  การเปรียบเทยีบแบบนี้

นยิมเรยีก pairwise comparisons 

 ส่วนการเปรียบเทยีบเชิงชอ้นเป็นการเปรียบเทยีบ

ค่าเฉลี่ยโดยมกีารรวมค่าเฉลี่ ย 2 ค่าหรือมากกว่า เปรียบ 

เทียบกบัค่าเฉลี่ ยหนึ่ งค่าเฉลี่ ยรวมกนัของค่าเฉลี่ ย 2 ค่า 

หรือมากกว่าอีกกลุม่ เช่น 1X  กบั ( 2X + 3X )/2 ; 

( 1X + 2X )/2 กบั ( 3X + 4X )/2 เป็นตน้ 

 2. การเปรียบเทยีบแบบไม่มกีารวางแผนล่วงหนา้ 

(uplanned comparisons หรือ posthoc, multiple or a 

posteriori comparisons) การเปรียบเทยีบนี้ ไม่ว่าจะเป็น

ชนิดการเปรียบเทยีบอย่างง่ายหรือการเปรียบเทยีบเชิงซอ้น 

เป็นการเปรียบเทียบความแตกต่างค่าเฉลี่ ยหลงัจากเก็บ

ขอ้มูลแลว้ และส่วนมากเป็นการเปรียบเทียบค่าเฉลี่ ยดงั

จํานวนมาก นักสถิติศาสตร์ส่วนมากแนะนําใหท้าํการ

เปรียบเทยีบค่าเฉลี่ยรายคู่หลงัจาก omnibus F-test มี

นยัสาํคญัทางสถิติแลว้ แต่ก็ยงัมีนกัสถิติศาสตรบ์างท่าน

แนะนําใหท้าํการเปรียบเทียบค่าเฉลี่ ยไดโ้ดยไม่คํานึงว่า 

omnibus F-test จะมนียัสาํคญัทางสถติหิรอืไม ่แต่ทกุท่าน

เสนอว่า จะตอ้งมกีารปรบัหรือควบคุม familywise error 

rate (FWE) แต่ยงัมคีวามเห็นแตกต่างกนัว่า วธิีการ

เปรียบเทียบความแตกต่างค่าเฉลี่ ยของใครดีที่ สุดในการ

ควบคมุหรอืปรบั FWE 

 การเปรยีบเทยีบความแตกต่างค่าเฉลี่ยรายคู่ ไมว่า่

จะเป็นชนดิอย่างงา่ยหรอืชนดิเชงิซอ้น  เป็นการเปรยีบเทยีบ

โดยใชผ้ลรวมเชงิเสน้  (linear combination) ของค่าเฉลี่ย

ประชากร เรยีกการเปรยีบเทยีบแบบนี้วา่การเปรยีบเทยีบเชงิ

เสน้ (linear contrasts) เช่นกรณีการเปรยีบเทยีบอย่างงา่ย 

การเปรยีบเทยีบเชงิเสน้ ไดแ้ก่ การเปรยีบเทยีบค่าเฉลี่ย  2 

ค่า เช่น  1X กบั 2X  ส่วนการเปรยีบเทยีบเชงิซอ้น จะม ี

2 

สวนการเปรียบเทียบเชิงซอน จะมีการรวมคาเฉลี่ย 2 คา หรือ

มากกวาเปรียบเทียบกบัคาเฉลีย่หนึง่คาหรือการรวมคาเฉลีย่ของ

อีกกลุมหนึ่ง เชน 

ผดิพลาดประเภทที่   1 ลดลงจะมผีลทาํใหค่้าความผดิพลาด

ประเภทที่  2 (type ll  error) เพิ่มขึ้นหรือค่าอาํนาจการ

ทดสอบ (power of the test) มค่ีาลดลงดว้ย 

 เนื่ องจากมวีธิกีารทางสถติหิลายวธิทีี่ ใชใ้นการทดสอบ

ความแตกต่างค่าเฉลี่ยรายคู่ นกัวจิยัจงึควรใชเ้กณฑเ์หลา่นี้

ในการเลอืกวธิกีารที่ เหมาะสม  (Field. 2009) 

  1. วธิกีารทดสอบสามารถควบคมุ FWE ไดห้รอืไม ่

  2. วธิกีารทดสอบสามารถควบคมุผดิพลาดประเภท

ที่  2 (type II error) หรอือาํนาจการทดสอบไดห้รอืไม่ 

  3. วธิกีารนี้ เชื่ อถอืไดห้รอืไม ่ถา้ขอ้มลูไมส่อดคลอ้ง

กบัขอ้ตกลงเบื้องตน้บางประการ (assumptions) ของการ

วเิคราะหค์วามแปรปรวน 

Ô ÊÛËé Ô ¾ã  จาํนวนคู่หรอืจาํนวนคร ัง้  ของการเปรยีบเทยีบ

ความแตกต่างค่าเฉลี่ยหาไดจ้ากสูตร 
2

)1k(
k

−
 

(Hinlke Wiersma and Jurs. 1994 ; Sheskin. 2000) 

K แทน จาํนวนค่าเฉลี่ย 

 

³Âß½«Ö °ªÛÌé ÄÌàËÃ é ÀàËÃ­ÐÛÊê ¾ª¾’Û°­’Û é ²ÎàñË (Types 

of Comparisons) 

 การเปรียบเทียบความแตกต่างค่าเฉลี่ ยประชากรโดย

การใช ้omnibus F-test นกัวิจยัสามารถเลอืกการ

เปรียบเทยีบความแตกต่างค่าเฉลี่ยประชากรก่อนหรือหลงั

ทาํการวเิคราะหด์ว้ย omnibus F-test โดยการเปรยีบเทยีบ

ค่าเฉลี่ยดงักล่าวม ี2 แบบ (Sheskin. 200 ; Gravetter 

and Wallnau. 2007 ; Howell.  2007) 

1. การเปรยีบเทยีบแบบวางแผนไวล้่างหนา้ (planned 

comparisons หรือ a priori comparisons) การ

เปรียบเทียบตามวิธีนี้ นกัวิจยัจะกาํหนดการเปรียบเทียบ

ค่าเฉลี่ยประชากรบางคู่ไวก่้อนที่ จะดาํเนินการเก็บรวบรวม

ขอ้มลู เมื่อเก็บขอ้มลูแลว้นกัวจิยัก็ทาํการเปรียบเทยีบความ

แตกต่างค่าเฉลี่ ยรายคู่ตามที่ กําหนดไว ้ต่อมาจึงทาํการ

คาํนวณ  omnibus F-test โดยไม่คาํนึงว่าผลการทดสอบ

จะมีนยัสาํคญัทางสถิติหรือไม่ และไม่จาํเป็นตอ้งปรบัค่า 

familywise error rate (FWE) แต่บางท่านเสนอแนะใหใ้ช ้

จาํนวนคร ัง้ของการทดสอบหารค่าแอลฟาของ omnibus F-

test แลว้ใชเ้ป็นเกณฑใ์นการเปรียบเทยีบความแตกต่าง

ค่าเฉลี่ยแต่ละคู่ (Gravetter and Wallnau. 2007).  

ในทางปฏบิตักิารเปรียบเทยีบแบบวางแผนไวล้่วงหนา้  

แบ่งออกเป็นระดบัย่อย คือ การเปรียบเทียบอย่างง่าย 

(Simple comparisons) กบัการเปรียบเทียบเชิงซอ้น 

(Complex comparisons) โดยการเปรียบเทยีบอย่างง่าย

เป็นการเปรยีบเทยีบความแตกต่างเฉลี่ยคร ัง้ละ  1  คู่  เช่น 

1X  กบั 2X  3X กบั 4X  ฯลฯ  การเปรียบเทยีบแบบนี้

นยิมเรยีก pairwise comparisons 

 ส่วนการเปรียบเทยีบเชิงชอ้นเป็นการเปรียบเทยีบ

ค่าเฉลี่ยโดยมกีารรวมค่าเฉลี่ ย 2 ค่าหรือมากกว่า เปรียบ 

เทียบกบัค่าเฉลี่ ยหนึ่ งค่าเฉลี่ ยรวมกนัของค่าเฉลี่ ย 2 ค่า 

หรือมากกว่าอีกกลุม่ เช่น 1X  กบั ( 2X + 3X )/2 ; 

( 1X + 2X )/2 กบั ( 3X + 4X )/2 เป็นตน้ 

 2. การเปรียบเทยีบแบบไม่มกีารวางแผนล่วงหนา้ 

(uplanned comparisons หรือ posthoc, multiple or a 

posteriori comparisons) การเปรียบเทยีบนี้ ไม่ว่าจะเป็น

ชนิดการเปรียบเทยีบอย่างง่ายหรือการเปรียบเทยีบเชิงซอ้น 

เป็นการเปรียบเทียบความแตกต่างค่าเฉลี่ ยหลงัจากเก็บ

ขอ้มูลแลว้ และส่วนมากเป็นการเปรียบเทียบค่าเฉลี่ ยดงั

จํานวนมาก นักสถิติศาสตร์ส่วนมากแนะนําใหท้าํการ

เปรียบเทยีบค่าเฉลี่ยรายคู่หลงัจาก omnibus F-test มี

นยัสาํคญัทางสถิติแลว้ แต่ก็ยงัมีนกัสถิติศาสตรบ์างท่าน

แนะนําใหท้าํการเปรียบเทียบค่าเฉลี่ ยไดโ้ดยไม่คํานึงว่า 

omnibus F-test จะมนียัสาํคญัทางสถติหิรอืไม ่แต่ทกุท่าน

เสนอว่า จะตอ้งมกีารปรบัหรือควบคุม familywise error 

rate (FWE) แต่ยงัมคีวามเห็นแตกต่างกนัว่า วธิีการ

เปรียบเทียบความแตกต่างค่าเฉลี่ ยของใครดีที่ สุดในการ

ควบคมุหรอืปรบั FWE 

 การเปรยีบเทยีบความแตกต่างค่าเฉลี่ยรายคู่ ไมว่า่

จะเป็นชนดิอย่างงา่ยหรอืชนดิเชงิซอ้น  เป็นการเปรยีบเทยีบ

โดยใชผ้ลรวมเชงิเสน้  (linear combination) ของค่าเฉลี่ย

ประชากร เรยีกการเปรยีบเทยีบแบบนี้วา่การเปรยีบเทยีบเชงิ

เสน้ (linear contrasts) เช่นกรณีการเปรยีบเทยีบอย่างงา่ย 

การเปรยีบเทยีบเชงิเสน้ ไดแ้ก่ การเปรยีบเทยีบค่าเฉลี่ย  2 

ค่า เช่น  1X กบั 2X  ส่วนการเปรยีบเทยีบเชงิซอ้น จะม ี

1
 กับ (

ผดิพลาดประเภทที่   1 ลดลงจะมผีลทาํใหค่้าความผดิพลาด

ประเภทที่  2 (type ll  error) เพิ่มขึ้นหรือค่าอาํนาจการ

ทดสอบ (power of the test) มค่ีาลดลงดว้ย 

 เนื่ องจากมวีธิกีารทางสถติหิลายวธิทีี่ ใชใ้นการทดสอบ

ความแตกต่างค่าเฉลี่ยรายคู่ นกัวจิยัจงึควรใชเ้กณฑเ์หลา่นี้

ในการเลอืกวธิกีารที่ เหมาะสม  (Field. 2009) 

  1. วธิกีารทดสอบสามารถควบคมุ FWE ไดห้รอืไม ่

  2. วธิกีารทดสอบสามารถควบคมุผดิพลาดประเภท

ที่  2 (type II error) หรอือาํนาจการทดสอบไดห้รอืไม่ 

  3. วธิกีารนี้ เชื่ อถอืไดห้รอืไม ่ถา้ขอ้มลูไมส่อดคลอ้ง

กบัขอ้ตกลงเบื้องตน้บางประการ (assumptions) ของการ

วเิคราะหค์วามแปรปรวน 

Ô ÊÛËé Ô ¾ã  จาํนวนคู่หรอืจาํนวนคร ัง้  ของการเปรยีบเทยีบ

ความแตกต่างค่าเฉลี่ยหาไดจ้ากสูตร 
2

)1k(
k

−
 

(Hinlke Wiersma and Jurs. 1994 ; Sheskin. 2000) 

K แทน จาํนวนค่าเฉลี่ย 

 

³Âß½«Ö °ªÛÌé ÄÌàËÃ é ÀàËÃ­ÐÛÊê ¾ª¾’Û°­’Û é ²ÎàñË (Types 

of Comparisons) 

 การเปรียบเทียบความแตกต่างค่าเฉลี่ ยประชากรโดย

การใช ้omnibus F-test นกัวิจยัสามารถเลอืกการ

เปรียบเทยีบความแตกต่างค่าเฉลี่ยประชากรก่อนหรือหลงั

ทาํการวเิคราะหด์ว้ย omnibus F-test โดยการเปรยีบเทยีบ

ค่าเฉลี่ยดงักล่าวม ี2 แบบ (Sheskin. 200 ; Gravetter 

and Wallnau. 2007 ; Howell.  2007) 

1. การเปรยีบเทยีบแบบวางแผนไวล้่างหนา้ (planned 

comparisons หรือ a priori comparisons) การ

เปรียบเทียบตามวิธีนี้ นกัวิจยัจะกาํหนดการเปรียบเทียบ

ค่าเฉลี่ยประชากรบางคู่ไวก่้อนที่ จะดาํเนินการเก็บรวบรวม

ขอ้มลู เมื่อเก็บขอ้มลูแลว้นกัวจิยัก็ทาํการเปรียบเทยีบความ

แตกต่างค่าเฉลี่ ยรายคู่ตามที่ กําหนดไว ้ต่อมาจึงทาํการ

คาํนวณ  omnibus F-test โดยไม่คาํนึงว่าผลการทดสอบ

จะมีนยัสาํคญัทางสถิติหรือไม่ และไม่จาํเป็นตอ้งปรบัค่า 

familywise error rate (FWE) แต่บางท่านเสนอแนะใหใ้ช ้

จาํนวนคร ัง้ของการทดสอบหารค่าแอลฟาของ omnibus F-

test แลว้ใชเ้ป็นเกณฑใ์นการเปรียบเทยีบความแตกต่าง

ค่าเฉลี่ยแต่ละคู่ (Gravetter and Wallnau. 2007).  

ในทางปฏบิตักิารเปรียบเทยีบแบบวางแผนไวล้่วงหนา้  

แบ่งออกเป็นระดบัย่อย คือ การเปรียบเทียบอย่างง่าย 

(Simple comparisons) กบัการเปรียบเทียบเชิงซอ้น 

(Complex comparisons) โดยการเปรียบเทยีบอย่างง่าย

เป็นการเปรยีบเทยีบความแตกต่างเฉลี่ยคร ัง้ละ  1  คู่  เช่น 

1X  กบั 2X  3X กบั 4X  ฯลฯ  การเปรียบเทยีบแบบนี้

นยิมเรยีก pairwise comparisons 

 ส่วนการเปรียบเทยีบเชิงชอ้นเป็นการเปรียบเทยีบ

ค่าเฉลี่ยโดยมกีารรวมค่าเฉลี่ ย 2 ค่าหรือมากกว่า เปรียบ 

เทียบกบัค่าเฉลี่ ยหนึ่ งค่าเฉลี่ ยรวมกนัของค่าเฉลี่ ย 2 ค่า 

หรือมากกว่าอีกกลุม่ เช่น 1X  กบั ( 2X + 3X )/2 ; 

( 1X + 2X )/2 กบั ( 3X + 4X )/2 เป็นตน้ 

 2. การเปรียบเทยีบแบบไม่มกีารวางแผนล่วงหนา้ 

(uplanned comparisons หรือ posthoc, multiple or a 

posteriori comparisons) การเปรียบเทยีบนี้ ไม่ว่าจะเป็น

ชนิดการเปรียบเทยีบอย่างง่ายหรือการเปรียบเทยีบเชิงซอ้น 

เป็นการเปรียบเทียบความแตกต่างค่าเฉลี่ ยหลงัจากเก็บ

ขอ้มูลแลว้ และส่วนมากเป็นการเปรียบเทียบค่าเฉลี่ ยดงั

จํานวนมาก นักสถิติศาสตร์ส่วนมากแนะนําใหท้าํการ

เปรียบเทยีบค่าเฉลี่ยรายคู่หลงัจาก omnibus F-test มี

นยัสาํคญัทางสถิติแลว้ แต่ก็ยงัมีนกัสถิติศาสตรบ์างท่าน

แนะนําใหท้าํการเปรียบเทียบค่าเฉลี่ ยไดโ้ดยไม่คํานึงว่า 

omnibus F-test จะมนียัสาํคญัทางสถติหิรอืไม ่แต่ทกุท่าน

เสนอว่า จะตอ้งมกีารปรบัหรือควบคุม familywise error 

rate (FWE) แต่ยงัมคีวามเห็นแตกต่างกนัว่า วธิีการ

เปรียบเทียบความแตกต่างค่าเฉลี่ ยของใครดีที่ สุดในการ

ควบคมุหรอืปรบั FWE 

 การเปรยีบเทยีบความแตกต่างค่าเฉลี่ยรายคู่ ไมว่า่

จะเป็นชนดิอย่างงา่ยหรอืชนดิเชงิซอ้น  เป็นการเปรยีบเทยีบ

โดยใชผ้ลรวมเชงิเสน้  (linear combination) ของค่าเฉลี่ย

ประชากร เรยีกการเปรยีบเทยีบแบบนี้วา่การเปรยีบเทยีบเชงิ

เสน้ (linear contrasts) เช่นกรณีการเปรยีบเทยีบอย่างงา่ย 

การเปรยีบเทยีบเชงิเสน้ ไดแ้ก่ การเปรยีบเทยีบค่าเฉลี่ย  2 

ค่า เช่น  1X กบั 2X  ส่วนการเปรยีบเทยีบเชงิซอ้น จะม ี

2
 +

ผดิพลาดประเภทที่   1 ลดลงจะมผีลทาํใหค่้าความผดิพลาด

ประเภทที่  2 (type ll  error) เพิ่มขึ้นหรือค่าอาํนาจการ

ทดสอบ (power of the test) มค่ีาลดลงดว้ย 

 เนื่ องจากมวีธิกีารทางสถติหิลายวธิทีี่ ใชใ้นการทดสอบ

ความแตกต่างค่าเฉลี่ยรายคู่ นกัวจิยัจงึควรใชเ้กณฑเ์หลา่นี้

ในการเลอืกวธิกีารที่ เหมาะสม  (Field. 2009) 

  1. วธิกีารทดสอบสามารถควบคมุ FWE ไดห้รอืไม ่

  2. วธิกีารทดสอบสามารถควบคมุผดิพลาดประเภท

ที่  2 (type II error) หรอือาํนาจการทดสอบไดห้รอืไม่ 

  3. วธิกีารนี้ เชื่ อถอืไดห้รอืไม ่ถา้ขอ้มลูไมส่อดคลอ้ง

กบัขอ้ตกลงเบื้องตน้บางประการ (assumptions) ของการ

วเิคราะหค์วามแปรปรวน 

Ô ÊÛËé Ô ¾ã  จาํนวนคู่หรอืจาํนวนคร ัง้  ของการเปรยีบเทยีบ

ความแตกต่างค่าเฉลี่ยหาไดจ้ากสูตร 
2

)1k(
k

−
 

(Hinlke Wiersma and Jurs. 1994 ; Sheskin. 2000) 

K แทน จาํนวนค่าเฉลี่ย 

 

³Âß½«Ö °ªÛÌé ÄÌàËÃ é ÀàËÃ­ÐÛÊê ¾ª¾’Û°­’Û é ²ÎàñË (Types 

of Comparisons) 

 การเปรียบเทียบความแตกต่างค่าเฉลี่ ยประชากรโดย

การใช ้omnibus F-test นกัวิจยัสามารถเลอืกการ

เปรียบเทยีบความแตกต่างค่าเฉลี่ยประชากรก่อนหรือหลงั

ทาํการวเิคราะหด์ว้ย omnibus F-test โดยการเปรยีบเทยีบ

ค่าเฉลี่ยดงักล่าวม ี2 แบบ (Sheskin. 200 ; Gravetter 

and Wallnau. 2007 ; Howell.  2007) 

1. การเปรยีบเทยีบแบบวางแผนไวล้่างหนา้ (planned 

comparisons หรือ a priori comparisons) การ

เปรียบเทียบตามวิธีนี้ นกัวิจยัจะกาํหนดการเปรียบเทียบ

ค่าเฉลี่ยประชากรบางคู่ไวก่้อนที่ จะดาํเนินการเก็บรวบรวม

ขอ้มลู เมื่อเก็บขอ้มลูแลว้นกัวจิยัก็ทาํการเปรียบเทยีบความ

แตกต่างค่าเฉลี่ ยรายคู่ตามที่ กําหนดไว ้ต่อมาจึงทาํการ

คาํนวณ  omnibus F-test โดยไม่คาํนึงว่าผลการทดสอบ

จะมีนยัสาํคญัทางสถิติหรือไม่ และไม่จาํเป็นตอ้งปรบัค่า 

familywise error rate (FWE) แต่บางท่านเสนอแนะใหใ้ช ้

จาํนวนคร ัง้ของการทดสอบหารค่าแอลฟาของ omnibus F-

test แลว้ใชเ้ป็นเกณฑใ์นการเปรียบเทยีบความแตกต่าง

ค่าเฉลี่ยแต่ละคู่ (Gravetter and Wallnau. 2007).  

ในทางปฏบิตักิารเปรียบเทยีบแบบวางแผนไวล้่วงหนา้  

แบ่งออกเป็นระดบัย่อย คือ การเปรียบเทียบอย่างง่าย 

(Simple comparisons) กบัการเปรียบเทียบเชิงซอ้น 

(Complex comparisons) โดยการเปรียบเทยีบอย่างง่าย

เป็นการเปรยีบเทยีบความแตกต่างเฉลี่ยคร ัง้ละ  1  คู่  เช่น 

1X  กบั 2X  3X กบั 4X  ฯลฯ  การเปรียบเทยีบแบบนี้

นยิมเรยีก pairwise comparisons 

 ส่วนการเปรียบเทยีบเชิงชอ้นเป็นการเปรียบเทยีบ

ค่าเฉลี่ยโดยมกีารรวมค่าเฉลี่ ย 2 ค่าหรือมากกว่า เปรียบ 

เทียบกบัค่าเฉลี่ ยหนึ่ งค่าเฉลี่ ยรวมกนัของค่าเฉลี่ ย 2 ค่า 

หรือมากกว่าอีกกลุม่ เช่น 1X  กบั ( 2X + 3X )/2 ; 

( 1X + 2X )/2 กบั ( 3X + 4X )/2 เป็นตน้ 

 2. การเปรียบเทยีบแบบไม่มกีารวางแผนล่วงหนา้ 

(uplanned comparisons หรือ posthoc, multiple or a 

posteriori comparisons) การเปรียบเทยีบนี้ ไม่ว่าจะเป็น

ชนิดการเปรียบเทยีบอย่างง่ายหรือการเปรียบเทยีบเชิงซอ้น 

เป็นการเปรียบเทียบความแตกต่างค่าเฉลี่ ยหลงัจากเก็บ

ขอ้มูลแลว้ และส่วนมากเป็นการเปรียบเทียบค่าเฉลี่ ยดงั

จํานวนมาก นักสถิติศาสตร์ส่วนมากแนะนําใหท้าํการ

เปรียบเทยีบค่าเฉลี่ยรายคู่หลงัจาก omnibus F-test มี

นยัสาํคญัทางสถิติแลว้ แต่ก็ยงัมีนกัสถิติศาสตรบ์างท่าน

แนะนําใหท้าํการเปรียบเทียบค่าเฉลี่ ยไดโ้ดยไม่คํานึงว่า 

omnibus F-test จะมนียัสาํคญัทางสถติหิรอืไม ่แต่ทกุท่าน

เสนอว่า จะตอ้งมกีารปรบัหรือควบคุม familywise error 

rate (FWE) แต่ยงัมคีวามเห็นแตกต่างกนัว่า วธิีการ

เปรียบเทียบความแตกต่างค่าเฉลี่ ยของใครดีที่ สุดในการ

ควบคมุหรอืปรบั FWE 

 การเปรยีบเทยีบความแตกต่างค่าเฉลี่ยรายคู่ ไมว่า่

จะเป็นชนดิอย่างงา่ยหรอืชนดิเชงิซอ้น  เป็นการเปรยีบเทยีบ

โดยใชผ้ลรวมเชงิเสน้  (linear combination) ของค่าเฉลี่ย

ประชากร เรยีกการเปรยีบเทยีบแบบนี้วา่การเปรยีบเทยีบเชงิ

เสน้ (linear contrasts) เช่นกรณีการเปรยีบเทยีบอย่างงา่ย 

การเปรยีบเทยีบเชงิเสน้ ไดแ้ก่ การเปรยีบเทยีบค่าเฉลี่ย  2 

ค่า เช่น  1X กบั 2X  ส่วนการเปรยีบเทยีบเชงิซอ้น จะม ี

3
)/2 เปนตน

 วิธีทางสถิติสําหรับการทดสอบความแตกตางคาเฉลี่ยรายคู 

 วธีิการทางสถติิทีจ่ะกลาวตอไปนี ้เปนเพยีงบางวธีิเทานัน้ 

ซ่ึงแตละวิธีสามารถควบคุมอัตราความผิดพลาดรวม (Overall 

error rate หรือ Familywise error rate) ใหมีคาเทากับระดับ

นัยสําคัญที่กําหนดไวจากการวิเคราะหความแปรปรวน (คา 

ÐßÁàªÛÌé ÄÌàËÃ é ÀàËÃ­ÐÛÊê ¾ª¾’Û°­’Û é ²ÎàñËÌÛË­ä’Ô ÎÚª ªÛÌÐßé ­ÌÛÙ Ô –­ÐÛÊê ÄÌÄÌÐÂ 

Post-hoc Multiple Comparison Tests 
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 ในการทดสอบความแตกต่างค่าเฉลี่ยประชากรต ัง้แต่ 3 ประชากรขึ้นไป  โดยใชก้ารวเิคราะหค์วามแปรปรวน  เมื่อผลการ

ทดสอบมนียัสาํคญัทางสถติทิี่ระดบัแอลฟา (α) ที่กาํหนดแลว้ นกัวจิยัตอ้งทาํการทดสอบเพื่อใหท้ราบว่าค่าเฉลี่ยของประชากรใดมี

ค่าแตกต่างจากค่าเฉลี่ยของประชากรที่ เหลอื  ซึ่ งเรียกวธิีการนี้ว่าการเปรียบเทยีบความแตกต่างค่าเฉลี่ยรายคู่  ท ัง้นี้จะตอ้งเลอืก

วธิกีารเปรยีบเทยีบที่ เหมาะสมมกีารควบคุมค่าความผดิพลาดประเภทที่  1 รวม ใหม้ค่ีาเท่ากบัค่าแอลฟาที่กาํหนดไว ้และมค่ีาอาํนาจ

ในการทดสอบที่ เหมาะสมดว้ย ในบทความนี้ ไดน้าํเสนอวธิีการต่าง ๆ ในการเปรียบเทยีบความแตกต่างค่าเฉลี่ยรายคู่  เพื่อเป็น

ประโยชนใ์นการเลอืกใชใ้หเ้หมาะสมต่อไป 

­öÛÓöÛ­Ú¶ : การเปรยีบเทยีบความแตกต่างค่าเฉลี่ยรายคู่ ความผดิพลาดประเภทที่  1 รวม ค่าอาํนาจการทดสอบ 

 

SUMMARY 

 In testing the difference of three or more population means by using the analysis of variance when the  

null hypothesis is rejected at a predetermine alpha level, called the test result is significant at the a level, the 

researcher have to test which population means are different from the rest. This method is called the post-

hoc multiple comparison tests, which can help the researcher to make conclusion about the greatest 

population mean. The researcher must select the appropriate method which can control the overall type I 

alpha rate equal to the predetermined alpha level and also reserve the power of the test. This article presents 

various methods of the post-hoc multiple comparison tests for the researcher to use appropriately in reporting 

the research results. 

  Keywords : Post-hoc multiple comparison tests, overall type I error rate, power of the test. 
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)

นยัสาํคญัทางสถิติก็ตาม นอกจากนี้ การปรบัใหค่้าความ
ผดิพลาดประเภทที่  1 ลดลงจะมผีลทาํใหค่้าความผดิพลาด
ประเภทที่ 2 (type ll  error) เพิ่มขึ้นหรือค่าอาํนาจการ
ทดสอบ (power of the test) มค่ีาลดลงดว้ย 
 เน่ืองจากมวีธิกีารทางสถติหิลายวธิีที่ ใชใ้นการทดสอบ
ความแตกต่างค่าเฉลี่ยรายคู่ นกัวจิยัจงึควรใชเ้กณฑเ์หลา่น้ี
ในการเลอืกวธิกีารที่ เหมาะสม  (Field. 2009) 
  1. วธิกีารทดสอบสามารถควบคุม FWE ไดห้รอืไม่ 
  2. วธิกีารทดสอบสามารถควบคุมผดิพลาดประเภท
ที่ 2 (type II error) หรอือาํนาจการทดสอบไดห้รือไม่ 
  3. วธิกีารนี้ เชื่ อถอืไดห้รอืไม ่ถา้ขอ้มลูไม่สอดคลอ้ง
กบัขอ้ตกลงเบื้องตน้บางประการ (assumptions) ของการ
วเิคราะหค์วามแปรปรวน 
หมายเหตุ  จาํนวนคู่หรอืจาํนวนครัง้  ของการเปรยีบเทยีบ

ความแตกต่างค่าเฉลี่ยหาไดจ้ากสูตร 
2

)1k(k   

(Hinlke Wiersma and Jurs. 1994 ; Sheskin. 2000) 
K แทน จาํนวนค่าเฉลี่ย 
 
ชนิดของการเปรียบเทียบความแตกตางคาเฉลี่ย (Types 
of Comparisons) 
 การเปรียบเทียบความแตกต่างค่าเฉลี่ ยประชากรโดย
การใช ้omnibus F-test นกัวจิยัสามารถเลอืกการ
เปรียบเทียบความแตกต่างค่าเฉลี่ยประชากรก่อนหรือหลงั
ทาํการวเิคราะหด์ว้ย omnibus F-test โดยการเปรียบเทยีบ
ค่าเฉลี่ยดงักลา่วม ี2 แบบ (Sheskin. 200 ; Gravetter 
and Wallnau. 2007 ; Howell.  2007) 

1. การเปรียบเทยีบแบบวางแผนไวล้า่งหนา้ (planned 
comparisons หรือ a priori comparisons) การ
เปรียบเทียบตามวิธีนี้ นกัวิจยัจะกําหนดการเปรียบเทียบ
ค่าเฉลี่ยประชากรบางคู่ไวก่้อนที่ จะดาํเนินการเก็บรวบรวม
ขอ้มูล เมื่อเก็บขอ้มลูแลว้นกัวจิยัก็ทาํการเปรียบเทยีบความ
แตกต่างค่าเฉลี่ ยรายคู่ตามที่ กําหนดไว  ้ต่อมาจึงทาํการ
คาํนวณ  omnibus F-test โดยไม่คาํนึงว่าผลการทดสอบ
จะมีนยัสาํคญัทางสถิติหรือไม่ และไม่จาํเป็นตอ้งปรบัค่า 
familywise error rate (FWE) แต่บางท่านเสนอแนะใหใ้ช ้
จาํนวนครัง้ของการทดสอบหารค่าแอลฟาของ omnibus F-

test แลว้ใชเ้ป็นเกณฑใ์นการเปรียบเทยีบความแตกต่าง
ค่าเฉลี่ยแต่ละคู่ (Gravetter and Wallnau. 2007).  

ในทางปฏบิตักิารเปรียบเทยีบแบบวางแผนไวล้ว่งหนา้  
แบ่งออกเป็นระดบัย่อย คือ การเปรียบเทียบอย่างง่าย 
(Simple comparisons) กบัการเปรียบเทยีบเชิงซอ้น 
(Complex comparisons) โดยการเปรียบเทยีบอย่างงา่ย
เป็นการเปรียบเทยีบความแตกต่างเฉลี่ยครัง้ละ  1  คู่  เช่น 

1X  กบั 2X  3X กบั 4X  ฯลฯ  การเปรียบเทยีบแบบนี้
นิยมเรยีก pairwise comparisons 
 ส่วนการเปรียบเทียบเชิงชอ้นเป็นการเปรียบเทียบ
ค่าเฉลี่ยโดยมีการรวมค่าเฉลี่ย 2 ค่าหรือมากกว่า เปรียบ 
เทียบกบัค่าเฉลี่ ยหน่ึงค่าเฉลี่ ยรวมกนัของค่าเฉลี่ ย 2 ค่า 
หรือมากกว่าอีกกลุ่ม เช่น 1X  กบั ( 2X + 3X )/2 ; 
( 1X + 2X )/2 กบั ( 3X + 4X )/2 เป็นตน้ 
 2. การเปรียบเทียบแบบไม่มกีารวางแผนล่วงหนา้ 
(uplanned comparisons หรือ posthoc, multiple or a 
posteriori comparisons) การเปรียบเทยีบนี้ไม่ว่าจะเป็น
ชนิดการเปรียบเทยีบอย่างงา่ยหรือการเปรียบเทยีบเชิงซอ้น 
เป็นการเปรียบเทียบความแตกต่างค่าเฉลี่ ยหลงัจากเก็บ
ขอ้มูลแลว้ และส่วนมากเป็นการเปรียบเทียบค่าเฉลี่ ยดงั
จํานวนมาก นักสถิติศาสตร์ส่วนมากแนะนําใหท้ ําการ
เปรียบเทยีบค่าเฉลี่ยรายคู่หลงัจาก omnibus F-test มี
นยัสาํคญัทางสถิติแลว้ แต่ก็ยงัมีนกัสถิติศาสตรบ์างท่าน
แนะนําใหท้าํการเปรียบเทียบค่าเฉลี่ ยไดโ้ดยไม่คํานึงว่า 
omnibus F-test จะมนียัสาํคญัทางสถติหิรือไม่ แต่ทกุท่าน
เสนอว่า จะตอ้งมกีารปรบัหรือควบคุม familywise error 
rate (FWE) แต่ยงัมคีวามเห็นแตกต่างกนัว่า วธิีการ
เปรียบเทียบความแตกต่างค่าเฉลี่ ยของใครดีที่ สุดในการ
ควบคุมหรอืปรบั FWE 
 การเปรยีบเทยีบความแตกต่างค่าเฉลี่ยรายคู่ ไมว่า่
จะเป็นชนิดอย่างงา่ยหรอืชนิดเชงิซอ้น  เป็นการเปรยีบเทยีบ
โดยใชผ้ลรวมเชงิเสน้  (linear combination) ของค่าเฉลี่ย
ประชากร เรยีกการเปรยีบเทยีบแบบน้ีวา่การเปรยีบเทยีบเชงิ
เสน้ (linear contrasts) เช่นกรณีการเปรยีบเทยีบอย่างงา่ย 
การเปรยีบเทยีบเชงิเสน้ ไดแ้ก่ การเปรยีบเทยีบค่าเฉลี่ย  2 
ค่า เช่น  1X กบั 2X  ส่วนการเปรยีบเทยีบเชงิซอ้น จะม ี



27
ว.มรม. (มนุษยศาสตรและสังคมศาสตร) ปที่ 8 ฉบับที่ 1 : มกราคม - เมษายน 2557
RMU.J.(Humanities and Social Sciences). 8(1) : January - April 2014

 1. วิธีการของ Tukey

  วิธีการของ Tukey. (1953) มีชื่อเรียกเฉพาะวา 

Honestly Significant Difference : HSD) ใชในกรณีที่กลุม

ตวัอยางมขีนาดเทากนั (Equal sample size) การควบคมุ FWE 

ใชการแจกแจง Q (Q distribution) โดย Q เรียก Studentized 

rarge statistic หรือ Studentized Q statistic สําหรับการ

แจกแจงคาสถิติ (Sampling distribution) โดยสถิติ Q หาได 

ดังนี้

         ...................................................(3)

 โดย 

ผดิพลาดประเภทที่   1 ลดลงจะมผีลทาํใหค่้าความผดิพลาด

ประเภทที่  2 (type ll  error) เพิ่มขึ้นหรือค่าอาํนาจการ

ทดสอบ (power of the test) มค่ีาลดลงดว้ย 

 เนื่ องจากมวีธิกีารทางสถติหิลายวธิทีี่ ใชใ้นการทดสอบ

ความแตกต่างค่าเฉลี่ยรายคู่ นกัวจิยัจงึควรใชเ้กณฑเ์หลา่นี้

ในการเลอืกวธิกีารที่ เหมาะสม  (Field. 2009) 

  1. วธิกีารทดสอบสามารถควบคมุ FWE ไดห้รอืไม ่

  2. วธิกีารทดสอบสามารถควบคมุผดิพลาดประเภท

ที่  2 (type II error) หรอือาํนาจการทดสอบไดห้รอืไม่ 

  3. วธิกีารนี้ เชื่ อถอืไดห้รอืไม ่ถา้ขอ้มลูไมส่อดคลอ้ง

กบัขอ้ตกลงเบื้องตน้บางประการ (assumptions) ของการ

วเิคราะหค์วามแปรปรวน 

Ô ÊÛËé Ô ¾ã  จาํนวนคู่หรอืจาํนวนคร ัง้  ของการเปรยีบเทยีบ

ความแตกต่างค่าเฉลี่ยหาไดจ้ากสูตร 
2

)1k(
k

−
 

(Hinlke Wiersma and Jurs. 1994 ; Sheskin. 2000) 

K แทน จาํนวนค่าเฉลี่ย 

 

³Âß½«Ö °ªÛÌé ÄÌàËÃ é ÀàËÃ­ÐÛÊê ¾ª¾’Û°­’Û é ²ÎàñË (Types 

of Comparisons) 

 การเปรียบเทียบความแตกต่างค่าเฉลี่ ยประชากรโดย

การใช ้omnibus F-test นกัวิจยัสามารถเลอืกการ

เปรียบเทยีบความแตกต่างค่าเฉลี่ยประชากรก่อนหรือหลงั

ทาํการวเิคราะหด์ว้ย omnibus F-test โดยการเปรยีบเทยีบ

ค่าเฉลี่ยดงักล่าวม ี2 แบบ (Sheskin. 200 ; Gravetter 

and Wallnau. 2007 ; Howell.  2007) 

1. การเปรยีบเทยีบแบบวางแผนไวล้่างหนา้ (planned 

comparisons หรือ a priori comparisons) การ

เปรียบเทียบตามวิธีนี้ นกัวิจยัจะกาํหนดการเปรียบเทียบ

ค่าเฉลี่ยประชากรบางคู่ไวก่้อนที่ จะดาํเนินการเก็บรวบรวม

ขอ้มลู เมื่อเก็บขอ้มลูแลว้นกัวจิยัก็ทาํการเปรียบเทยีบความ

แตกต่างค่าเฉลี่ ยรายคู่ตามที่ กําหนดไว ้ต่อมาจึงทาํการ

คาํนวณ  omnibus F-test โดยไม่คาํนึงว่าผลการทดสอบ

จะมีนยัสาํคญัทางสถิติหรือไม่ และไม่จาํเป็นตอ้งปรบัค่า 

familywise error rate (FWE) แต่บางท่านเสนอแนะใหใ้ช ้

จาํนวนคร ัง้ของการทดสอบหารค่าแอลฟาของ omnibus F-

test แลว้ใชเ้ป็นเกณฑใ์นการเปรียบเทยีบความแตกต่าง

ค่าเฉลี่ยแต่ละคู่ (Gravetter and Wallnau. 2007).  

ในทางปฏบิตักิารเปรียบเทยีบแบบวางแผนไวล้่วงหนา้  

แบ่งออกเป็นระดบัย่อย คือ การเปรียบเทียบอย่างง่าย 

(Simple comparisons) กบัการเปรียบเทียบเชิงซอ้น 

(Complex comparisons) โดยการเปรียบเทยีบอย่างง่าย

เป็นการเปรยีบเทยีบความแตกต่างเฉลี่ยคร ัง้ละ  1  คู่  เช่น 

1X  กบั 2X  3X กบั 4X  ฯลฯ  การเปรียบเทยีบแบบนี้

นยิมเรยีก pairwise comparisons 

 ส่วนการเปรียบเทยีบเชิงชอ้นเป็นการเปรียบเทยีบ

ค่าเฉลี่ยโดยมกีารรวมค่าเฉลี่ ย 2 ค่าหรือมากกว่า เปรียบ 

เทียบกบัค่าเฉลี่ ยหนึ่ งค่าเฉลี่ ยรวมกนัของค่าเฉลี่ ย 2 ค่า 

หรือมากกว่าอีกกลุม่ เช่น 1X  กบั ( 2X + 3X )/2 ; 

( 1X + 2X )/2 กบั ( 3X + 4X )/2 เป็นตน้ 

 2. การเปรียบเทยีบแบบไม่มกีารวางแผนล่วงหนา้ 

(uplanned comparisons หรือ posthoc, multiple or a 

posteriori comparisons) การเปรียบเทยีบนี้ ไม่ว่าจะเป็น

ชนิดการเปรียบเทยีบอย่างง่ายหรือการเปรียบเทยีบเชิงซอ้น 

เป็นการเปรียบเทียบความแตกต่างค่าเฉลี่ ยหลงัจากเก็บ

ขอ้มูลแลว้ และส่วนมากเป็นการเปรียบเทียบค่าเฉลี่ ยดงั

จํานวนมาก นักสถิติศาสตร์ส่วนมากแนะนําใหท้าํการ

เปรียบเทยีบค่าเฉลี่ยรายคู่หลงัจาก omnibus F-test มี

นยัสาํคญัทางสถิติแลว้ แต่ก็ยงัมีนกัสถิติศาสตรบ์างท่าน

แนะนําใหท้าํการเปรียบเทียบค่าเฉลี่ ยไดโ้ดยไม่คํานึงว่า 

omnibus F-test จะมนียัสาํคญัทางสถติหิรอืไม ่แต่ทกุท่าน

เสนอว่า จะตอ้งมกีารปรบัหรือควบคุม familywise error 

rate (FWE) แต่ยงัมคีวามเห็นแตกต่างกนัว่า วธิีการ

เปรียบเทียบความแตกต่างค่าเฉลี่ ยของใครดีที่ สุดในการ

ควบคมุหรอืปรบั FWE 

 การเปรยีบเทยีบความแตกต่างค่าเฉลี่ยรายคู่ ไมว่า่

จะเป็นชนดิอย่างงา่ยหรอืชนดิเชงิซอ้น  เป็นการเปรยีบเทยีบ

โดยใชผ้ลรวมเชงิเสน้  (linear combination) ของค่าเฉลี่ย

ประชากร เรยีกการเปรยีบเทยีบแบบนี้วา่การเปรยีบเทยีบเชงิ

เสน้ (linear contrasts) เช่นกรณีการเปรยีบเทยีบอย่างงา่ย 

การเปรยีบเทยีบเชงิเสน้ ไดแ้ก่ การเปรยีบเทยีบค่าเฉลี่ย  2 

ค่า เช่น  1X กบั 2X  ส่วนการเปรยีบเทยีบเชงิซอ้น จะม ี

a
 และ 

ผดิพลาดประเภทที่   1 ลดลงจะมผีลทาํใหค่้าความผดิพลาด

ประเภทที่  2 (type ll  error) เพิ่มขึ้นหรือค่าอาํนาจการ

ทดสอบ (power of the test) มค่ีาลดลงดว้ย 

 เนื่ องจากมวีธิกีารทางสถติหิลายวธิทีี่ ใชใ้นการทดสอบ

ความแตกต่างค่าเฉลี่ยรายคู่ นกัวจิยัจงึควรใชเ้กณฑเ์หลา่นี้

ในการเลอืกวธิกีารที่ เหมาะสม  (Field. 2009) 

  1. วธิกีารทดสอบสามารถควบคมุ FWE ไดห้รอืไม ่

  2. วธิกีารทดสอบสามารถควบคมุผดิพลาดประเภท

ที่  2 (type II error) หรอือาํนาจการทดสอบไดห้รอืไม่ 

  3. วธิกีารนี้ เชื่ อถอืไดห้รอืไม ่ถา้ขอ้มลูไมส่อดคลอ้ง

กบัขอ้ตกลงเบื้องตน้บางประการ (assumptions) ของการ

วเิคราะหค์วามแปรปรวน 

Ô ÊÛËé Ô ¾ã  จาํนวนคู่หรอืจาํนวนคร ัง้  ของการเปรยีบเทยีบ

ความแตกต่างค่าเฉลี่ยหาไดจ้ากสูตร 
2

)1k(
k

−
 

(Hinlke Wiersma and Jurs. 1994 ; Sheskin. 2000) 

K แทน จาํนวนค่าเฉลี่ย 

 

³Âß½«Ö °ªÛÌé ÄÌàËÃ é ÀàËÃ­ÐÛÊê ¾ª¾’Û°­’Û é ²ÎàñË (Types 

of Comparisons) 

 การเปรียบเทียบความแตกต่างค่าเฉลี่ ยประชากรโดย

การใช ้omnibus F-test นกัวิจยัสามารถเลอืกการ

เปรียบเทยีบความแตกต่างค่าเฉลี่ยประชากรก่อนหรือหลงั

ทาํการวเิคราะหด์ว้ย omnibus F-test โดยการเปรยีบเทยีบ

ค่าเฉลี่ยดงักล่าวม ี2 แบบ (Sheskin. 200 ; Gravetter 

and Wallnau. 2007 ; Howell.  2007) 

1. การเปรยีบเทยีบแบบวางแผนไวล้่างหนา้ (planned 

comparisons หรือ a priori comparisons) การ

เปรียบเทียบตามวิธีนี้ นกัวิจยัจะกาํหนดการเปรียบเทียบ

ค่าเฉลี่ยประชากรบางคู่ไวก่้อนที่ จะดาํเนินการเก็บรวบรวม

ขอ้มลู เมื่อเก็บขอ้มลูแลว้นกัวจิยัก็ทาํการเปรียบเทยีบความ

แตกต่างค่าเฉลี่ ยรายคู่ตามที่ กําหนดไว ้ต่อมาจึงทาํการ

คาํนวณ  omnibus F-test โดยไม่คาํนึงว่าผลการทดสอบ

จะมีนยัสาํคญัทางสถิติหรือไม่ และไม่จาํเป็นตอ้งปรบัค่า 

familywise error rate (FWE) แต่บางท่านเสนอแนะใหใ้ช ้

จาํนวนคร ัง้ของการทดสอบหารค่าแอลฟาของ omnibus F-

test แลว้ใชเ้ป็นเกณฑใ์นการเปรียบเทยีบความแตกต่าง

ค่าเฉลี่ยแต่ละคู่ (Gravetter and Wallnau. 2007).  

ในทางปฏบิตักิารเปรียบเทยีบแบบวางแผนไวล้่วงหนา้  

แบ่งออกเป็นระดบัย่อย คือ การเปรียบเทียบอย่างง่าย 

(Simple comparisons) กบัการเปรียบเทียบเชิงซอ้น 

(Complex comparisons) โดยการเปรียบเทยีบอย่างง่าย

เป็นการเปรยีบเทยีบความแตกต่างเฉลี่ยคร ัง้ละ  1  คู่  เช่น 

1X  กบั 2X  3X กบั 4X  ฯลฯ  การเปรียบเทยีบแบบนี้

นยิมเรยีก pairwise comparisons 

 ส่วนการเปรียบเทยีบเชิงชอ้นเป็นการเปรียบเทยีบ

ค่าเฉลี่ยโดยมกีารรวมค่าเฉลี่ ย 2 ค่าหรือมากกว่า เปรียบ 

เทียบกบัค่าเฉลี่ ยหนึ่ งค่าเฉลี่ ยรวมกนัของค่าเฉลี่ ย 2 ค่า 

หรือมากกว่าอีกกลุม่ เช่น 1X  กบั ( 2X + 3X )/2 ; 

( 1X + 2X )/2 กบั ( 3X + 4X )/2 เป็นตน้ 

 2. การเปรียบเทยีบแบบไม่มกีารวางแผนล่วงหนา้ 

(uplanned comparisons หรือ posthoc, multiple or a 

posteriori comparisons) การเปรียบเทยีบนี้ ไม่ว่าจะเป็น

ชนิดการเปรียบเทยีบอย่างง่ายหรือการเปรียบเทยีบเชิงซอ้น 

เป็นการเปรียบเทียบความแตกต่างค่าเฉลี่ ยหลงัจากเก็บ

ขอ้มูลแลว้ และส่วนมากเป็นการเปรียบเทียบค่าเฉลี่ ยดงั

จํานวนมาก นักสถิติศาสตร์ส่วนมากแนะนําใหท้าํการ

เปรียบเทยีบค่าเฉลี่ยรายคู่หลงัจาก omnibus F-test มี

นยัสาํคญัทางสถิติแลว้ แต่ก็ยงัมีนกัสถิติศาสตรบ์างท่าน

แนะนําใหท้าํการเปรียบเทียบค่าเฉลี่ ยไดโ้ดยไม่คํานึงว่า 

omnibus F-test จะมนียัสาํคญัทางสถติหิรอืไม ่แต่ทกุท่าน

เสนอว่า จะตอ้งมกีารปรบัหรือควบคุม familywise error 

rate (FWE) แต่ยงัมคีวามเห็นแตกต่างกนัว่า วธิีการ

เปรียบเทียบความแตกต่างค่าเฉลี่ ยของใครดีที่ สุดในการ

ควบคมุหรอืปรบั FWE 

 การเปรยีบเทยีบความแตกต่างค่าเฉลี่ยรายคู่ ไมว่า่

จะเป็นชนดิอย่างงา่ยหรอืชนดิเชงิซอ้น  เป็นการเปรยีบเทยีบ

โดยใชผ้ลรวมเชงิเสน้  (linear combination) ของค่าเฉลี่ย

ประชากร เรยีกการเปรยีบเทยีบแบบนี้วา่การเปรยีบเทยีบเชงิ

เสน้ (linear contrasts) เช่นกรณีการเปรยีบเทยีบอย่างงา่ย 

การเปรยีบเทยีบเชงิเสน้ ไดแ้ก่ การเปรยีบเทยีบค่าเฉลี่ย  2 

ค่า เช่น  1X กบั 2X  ส่วนการเปรยีบเทยีบเชงิซอ้น จะม ี

b
 แทน คาเฉลี่ย MSW แทน Within 

group mean square บางครั้งก็เรียกวามีการใช Studentized 

range distribution โดยหาจากสูตร (Ott. 1993)

 

การรวมค่าเฉลี่ย 2 ค่า หรอืมากกวา่เปรยีบเทยีบกบัค่าเฉลี่ย

หนึ่ งค่าหรอืการรวมค่าเฉลี่ยของอกีกลุม่หนึ่ ง เช่น 1X  ªÚÃ   

( 2X + 3X )/2 เป็นตน้ 
 

ÐßÁàÀÛ°Ó¿ß¾ßÓöÛ Ô ÌÚÃªÛÌÀ½Ó Ö Ã­ÐÛÊê ¾ª¾’Û°­’Û é ²ÎàñËÌÛË­ä’  

 วธิีการทางสถติิที่ จะกล่าวต่อไปนี้  เป็นเพยีงบางวธิี

เท่าน ัน้ ซึ่ งแต่ละวธิสีามารถควบคุมอตัราความผดิพลาดรวม 

(overall error rate หรือ familywise error rate) ใหม้ค่ีา

เท่ากบัระดบันยัสาํคญัที่ กาํหนดไวจ้ากการวิเคราะหค์วาม

แปรปรวน (ค่า α) 

 1. ÐßÁàªÛÌ«Ö ° Tukey 

  วธิีการของ Tukey (1953) มชีื่ อเรียกเฉพาะว่า 

Honestly Significant Difference : HSD) ใชใ้นกรณีที่

กลุ่มตวัอย่างมขีนาดเท่ากนั (equal sample size) การ

ควบคุม FWE ใชก้ารแจกแจง Q (Q distribution) โดย Q 

เรยีก studentized rarge statistic หรือ studentized Q 

statistic สําหร ับการแจกแจงค่าสถิติ (sampling 

distribution) โดยสถติ ิQ หาได ้ดงันี้ 

 

n

msw

X - X
  =  Q ba    ………………………………  (4) 

 

 โดย  aX และ bX  แทน   ค่าเฉลี่ย   MSW 

แทน within group mean square บางคร ัง้ก็เรียกว่ามี

การใช ้studentized range distribution โดยหาจากสูตร 

(Ott.  1993) 

  

n

1
S

X - X
  =  Q

p

ba …………………………………………  (5) 

 

 SP แทน pooled standard deviation 

 และ    

 
n

msw
 Q =  HSD ………………………  (6) 

(Gravetter and Wallnau. 2007) 

 ในกรณีที่ ขนาดกลุม่ตวัอย่างไม่เท่ากนั (unequal 

sample size) ใชว้ธิีการของ Tukey – Kramer (TK) 

method โดยมสูีตร ดงันี้  (Hinkle Wiersma and Jurs.  

1994 ; Howell. 2007) 

[ ]
n

n

1
  - 

n

1

msw

X - X
  =  Q

minmax

minmax ………  (7) 

 2. ÐßÁàªÛÌ«Ö ° Newman –Keuls 

  วธิีการของ Newman –Keuls บางคร ัง้เรียก 

Student-Newman –Keul (SNK) ปรบัปรุงมาจากวธิีการ

ของ Tukey โดยมีการหาสถิติ studentized range 

statistic  แต่มกีารกาํหนดค่าวกิฤตหลายค่า สาํหรบัการ

เปรียบเทยีบกบัค่าสถติิที่ ไดจ้ากการคาํนวณแต่ละค่าขึ้นอยู่

กบัจาํนวนข ัน้ที่ แบ่งแยกค่าเฉลี่ ยที่ นํามาเปรียบเทียบกนั 

วธิีการนี้สามารถใชไ้ดท้ ัง้กรณีกลุม่ตวัอย่างมีขนาดเท่ากนั

หรือไม่เท่ากนัที่ น่าสงัเกตก็คือ วิธีการ SNK ไม่มีท ั้ง 

experiment-wise error rate และไม่ม ีcomparison – 

wise error rate แต่มกีารกาํหนดอตัราความผดิพลาด 

(error rate) สาํหรบัค่าเฉลี่ยที่มจีาํนวนข ัน้ที่ เรียงลาํดบั

เหมอืนกบัที่แบ่งแยก (Ott. 1993)  เนื่ องจากค่าวกิฤตมค่ีา

ลดลง เมื่ อมีจาํนวนขน้ระหว่างค่าเฉลี่ ยเปรียบเทียบมีค่า

ลดลง ทาํใหว้ธิีการของ SNK มคีวามเป็นอนุรกัษล์ดลง จะ

ทาํใหผ้ลการเปรียบเทยีบความแตกต่าง พบมากกว่าวธิีการ

ของ Tukey ซึ่ งมกีารใชค่้าวกิฤตที่มขีนาดใหญ่ที่ สุดเพยีงค่า

เดยีว ในการเปรยีบเทยีบกบัค่าสถติจิากข ัน้ต่าง ๆ 

 อย่างไรก็ดกีารที่  SNK สามารถพบจาํนวนคู่ของการ

เปรียบเทยีบความแตกต่างค่าเฉลี่ยไดม้ากกว่า หรือ มกีาร

อนุรกัษน์อ้ยกว่าวิธีการของ Tukey (Todma and 

Dugard. 2007)  นบัว่าเป็นวธิีการที่ เหมาะสมมากกว่า ท ัง้นี้

เนื่ องจาก FWE ของ SNK จะมค่ีามากกว่าเลก็นอ้ย จากค่า

แอลฟาที่กาํหนดในการวเิคราะหค์วามแปรปรวน (Howell. 

2007) แต่ก็ยงัมค่ีานอ้ยกว่าการทดสอบโดยใช ้t-test ส่วน

วธิกีารของ Tukey จะมค่ีา FWE เท่ากบัค่าแอลฟาที่กาํหนด

ไว ้(Hink.e, Weirsma and Jurs. 1994) 

................................................(4)

 SP แทน Pooled standard deviation

 และ

 

การรวมค่าเฉลี่ย 2 ค่า หรอืมากกวา่เปรยีบเทยีบกบัค่าเฉลี่ย

หนึ่ งค่าหรอืการรวมค่าเฉลี่ยของอกีกลุม่หนึ่ ง เช่น 1X  ªÚÃ   

( 2X + 3X )/2 เป็นตน้ 
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 วธิีการทางสถติิที่ จะกล่าวต่อไปนี้  เป็นเพยีงบางวธิี

เท่าน ัน้ ซึ่ งแต่ละวธิสีามารถควบคุมอตัราความผดิพลาดรวม 

(overall error rate หรือ familywise error rate) ใหม้ค่ีา

เท่ากบัระดบันยัสาํคญัที่ กาํหนดไวจ้ากการวิเคราะหค์วาม

แปรปรวน (ค่า α) 

 1. ÐßÁàªÛÌ«Ö ° Tukey 

  วธิีการของ Tukey (1953) มชีื่ อเรียกเฉพาะว่า 

Honestly Significant Difference : HSD) ใชใ้นกรณีที่

กลุ่มตวัอย่างมขีนาดเท่ากนั (equal sample size) การ

ควบคุม FWE ใชก้ารแจกแจง Q (Q distribution) โดย Q 

เรยีก studentized rarge statistic หรือ studentized Q 

statistic สําหร ับการแจกแจงค่าสถิติ (sampling 

distribution) โดยสถติ ิQ หาได ้ดงันี้ 

 

n

msw

X - X
  =  Q ba    ………………………………  (4) 

 

 โดย  aX และ bX  แทน   ค่าเฉลี่ย   MSW 

แทน within group mean square บางคร ัง้ก็เรียกว่ามี

การใช ้studentized range distribution โดยหาจากสูตร 

(Ott.  1993) 

  

n

1
S

X - X
  =  Q

p

ba …………………………………………  (5) 

 

 SP แทน pooled standard deviation 

 และ    

 
n

msw
 Q =  HSD ………………………  (6) 

(Gravetter and Wallnau. 2007) 

 ในกรณีที่ ขนาดกลุม่ตวัอย่างไม่เท่ากนั (unequal 

sample size) ใชว้ธิีการของ Tukey – Kramer (TK) 

method โดยมสูีตร ดงันี้  (Hinkle Wiersma and Jurs.  

1994 ; Howell. 2007) 
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n

n

1
  - 

n

1

msw

X - X
  =  Q

minmax

minmax ………  (7) 

 2. ÐßÁàªÛÌ«Ö ° Newman –Keuls 

  วธิีการของ Newman –Keuls บางคร ัง้เรียก 

Student-Newman –Keul (SNK) ปรบัปรุงมาจากวธิีการ

ของ Tukey โดยมีการหาสถิติ studentized range 

statistic  แต่มกีารกาํหนดค่าวกิฤตหลายค่า สาํหรบัการ

เปรียบเทยีบกบัค่าสถติิที่ ไดจ้ากการคาํนวณแต่ละค่าขึ้นอยู่

กบัจาํนวนข ัน้ที่ แบ่งแยกค่าเฉลี่ ยที่ นํามาเปรียบเทียบกนั 

วธิีการนี้สามารถใชไ้ดท้ ัง้กรณีกลุม่ตวัอย่างมีขนาดเท่ากนั

หรือไม่เท่ากนัที่ น่าสงัเกตก็คือ วิธีการ SNK ไม่มีท ั้ง 

experiment-wise error rate และไม่ม ีcomparison – 

wise error rate แต่มกีารกาํหนดอตัราความผดิพลาด 

(error rate) สาํหรบัค่าเฉลี่ยที่มจีาํนวนข ัน้ที่ เรียงลาํดบั

เหมอืนกบัที่แบ่งแยก (Ott. 1993)  เนื่ องจากค่าวกิฤตมค่ีา

ลดลง เมื่ อมีจาํนวนขน้ระหว่างค่าเฉลี่ ยเปรียบเทียบมีค่า

ลดลง ทาํใหว้ธิีการของ SNK มคีวามเป็นอนุรกัษล์ดลง จะ

ทาํใหผ้ลการเปรียบเทยีบความแตกต่าง พบมากกว่าวธิีการ

ของ Tukey ซึ่ งมกีารใชค่้าวกิฤตที่มขีนาดใหญ่ที่ สุดเพยีงค่า

เดยีว ในการเปรยีบเทยีบกบัค่าสถติจิากข ัน้ต่าง ๆ 

 อย่างไรก็ดกีารที่  SNK สามารถพบจาํนวนคู่ของการ

เปรียบเทยีบความแตกต่างค่าเฉลี่ยไดม้ากกว่า หรือ มกีาร

อนุรกัษน์อ้ยกว่าวิธีการของ Tukey (Todma and 

Dugard. 2007)  นบัว่าเป็นวธิีการที่ เหมาะสมมากกว่า ท ัง้นี้

เนื่ องจาก FWE ของ SNK จะมค่ีามากกว่าเลก็นอ้ย จากค่า

แอลฟาที่กาํหนดในการวเิคราะหค์วามแปรปรวน (Howell. 

2007) แต่ก็ยงัมค่ีานอ้ยกว่าการทดสอบโดยใช ้t-test ส่วน

วธิกีารของ Tukey จะมค่ีา FWE เท่ากบัค่าแอลฟาที่กาํหนด

ไว ้(Hink.e, Weirsma and Jurs. 1994) 

...........................................(5)

 (Gravetter and Wallnau. 2007)

 ในกรณีท่ีขนาดกลุ มตัวอยางไมเทากัน (Unequal 

sample size) ใชวิธีการของ Tukey - Kramer (TK) method 

โดยมีสูตร ดังนี้ (Hinkle Wiersma and Jurs.  1994 and 

Howell. 2007)

การรวมค่าเฉลี่ย 2 ค่า หรอืมากกวา่เปรยีบเทยีบกบัค่าเฉลี่ย

หนึ่ งค่าหรอืการรวมค่าเฉลี่ยของอกีกลุม่หนึ่ ง เช่น 1X  ªÚÃ   

( 2X + 3X )/2 เป็นตน้ 
 

ÐßÁàÀÛ°Ó¿ß¾ßÓöÛ Ô ÌÚÃªÛÌÀ½Ó Ö Ã­ÐÛÊê ¾ª¾’Û°­’Û é ²ÎàñËÌÛË­ä’  

 วธิีการทางสถติิที่ จะกล่าวต่อไปนี้  เป็นเพยีงบางวธิี

เท่าน ัน้ ซึ่ งแต่ละวธิสีามารถควบคุมอตัราความผดิพลาดรวม 

(overall error rate หรือ familywise error rate) ใหม้ค่ีา

เท่ากบัระดบันยัสาํคญัที่ กาํหนดไวจ้ากการวิเคราะหค์วาม

แปรปรวน (ค่า α) 

 1. ÐßÁàªÛÌ«Ö ° Tukey 

  วธิีการของ Tukey (1953) มชีื่ อเรียกเฉพาะว่า 

Honestly Significant Difference : HSD) ใชใ้นกรณีที่

กลุ่มตวัอย่างมขีนาดเท่ากนั (equal sample size) การ

ควบคุม FWE ใชก้ารแจกแจง Q (Q distribution) โดย Q 

เรยีก studentized rarge statistic หรือ studentized Q 

statistic สําหร ับการแจกแจงค่าสถิติ (sampling 

distribution) โดยสถติ ิQ หาได ้ดงันี้ 

 

n

msw

X - X
  =  Q ba    ………………………………  (4) 

 

 โดย  aX และ bX  แทน   ค่าเฉลี่ย   MSW 

แทน within group mean square บางคร ัง้ก็เรียกว่ามี

การใช ้studentized range distribution โดยหาจากสูตร 

(Ott.  1993) 

  

n

1
S

X - X
  =  Q

p

ba …………………………………………  (5) 

 

 SP แทน pooled standard deviation 

 และ    

 
n

msw
 Q =  HSD ………………………  (6) 

(Gravetter and Wallnau. 2007) 

 ในกรณีที่ ขนาดกลุม่ตวัอย่างไม่เท่ากนั (unequal 

sample size) ใชว้ธิีการของ Tukey – Kramer (TK) 

method โดยมสูีตร ดงันี้  (Hinkle Wiersma and Jurs.  

1994 ; Howell. 2007) 

[ ]
n

n

1
  - 

n

1

msw

X - X
  =  Q

minmax

minmax ………  (7) 

 2. ÐßÁàªÛÌ«Ö ° Newman –Keuls 

  วธิีการของ Newman –Keuls บางคร ัง้เรียก 

Student-Newman –Keul (SNK) ปรบัปรุงมาจากวธิีการ

ของ Tukey โดยมีการหาสถิติ studentized range 

statistic  แต่มกีารกาํหนดค่าวกิฤตหลายค่า สาํหรบัการ

เปรียบเทยีบกบัค่าสถติิที่ ไดจ้ากการคาํนวณแต่ละค่าขึ้นอยู่

กบัจาํนวนข ัน้ที่ แบ่งแยกค่าเฉลี่ ยที่ นํามาเปรียบเทียบกนั 

วธิีการนี้สามารถใชไ้ดท้ ัง้กรณีกลุม่ตวัอย่างมีขนาดเท่ากนั

หรือไม่เท่ากนัที่ น่าสงัเกตก็คือ วิธีการ SNK ไม่มีท ั้ง 

experiment-wise error rate และไม่ม ีcomparison – 

wise error rate แต่มกีารกาํหนดอตัราความผดิพลาด 

(error rate) สาํหรบัค่าเฉลี่ยที่มจีาํนวนข ัน้ที่ เรียงลาํดบั

เหมอืนกบัที่แบ่งแยก (Ott. 1993)  เนื่ องจากค่าวกิฤตมค่ีา

ลดลง เมื่ อมีจาํนวนขน้ระหว่างค่าเฉลี่ ยเปรียบเทียบมีค่า

ลดลง ทาํใหว้ธิีการของ SNK มคีวามเป็นอนุรกัษล์ดลง จะ

ทาํใหผ้ลการเปรียบเทยีบความแตกต่าง พบมากกว่าวธิีการ

ของ Tukey ซึ่ งมกีารใชค่้าวกิฤตที่มขีนาดใหญ่ที่ สุดเพยีงค่า

เดยีว ในการเปรยีบเทยีบกบัค่าสถติจิากข ัน้ต่าง ๆ 

 อย่างไรก็ดกีารที่  SNK สามารถพบจาํนวนคู่ของการ

เปรียบเทยีบความแตกต่างค่าเฉลี่ยไดม้ากกว่า หรือ มกีาร

อนุรกัษน์อ้ยกว่าวิธีการของ Tukey (Todma and 

Dugard. 2007)  นบัว่าเป็นวธิีการที่ เหมาะสมมากกว่า ท ัง้นี้

เนื่ องจาก FWE ของ SNK จะมค่ีามากกว่าเลก็นอ้ย จากค่า

แอลฟาที่กาํหนดในการวเิคราะหค์วามแปรปรวน (Howell. 

2007) แต่ก็ยงัมค่ีานอ้ยกว่าการทดสอบโดยใช ้t-test ส่วน

วธิกีารของ Tukey จะมค่ีา FWE เท่ากบัค่าแอลฟาที่กาํหนด

ไว ้(Hink.e, Weirsma and Jurs. 1994) 

...............(6)

MSW

การรวมค่าเฉลี่ย 2 ค่า หรอืมากกวา่เปรยีบเทยีบกบัค่าเฉลี่ย
หน่ึงค่าหรือการรวมค่าเฉลี่ยของอกีกลุม่หนึ่ ง เช่น 1X  กับ  
( 2X + 3X )/2 เป็นตน้ 
 

วิธีทางสถิติสําหรับการทดสอบความแตกตางคาเฉลี่ยรายคู  
 วธิีการทางสถติิที่ จะกล่าวต่อไปนี้ เป็นเพยีงบางวธิี
เท่านัน้ ซึ่ งแต่ละวธิีสามารถควบคุมอตัราความผดิพลาดรวม 
(overall error rate หรือ familywise error rate) ใหม้ค่ีา
เท่ากบัระดบันยัสาํคญัที่ กาํหนดไวจ้ากการวิเคราะหค์วาม
แปรปรวน (ค่า ) 
 1. วิธีการของ Tukey 
  วธิีการของ Tukey (1953) มชีื่ อเรียกเฉพาะว่า 
Honestly Significant Difference : HSD) ใชใ้นกรณีที่
กลุม่ตวัอย่างมขีนาดเท่ากนั (equal sample size) การ
ควบคุม FWE ใชก้ารแจกแจง Q (Q distribution) โดย Q 
เรียก studentized rarge statistic หรือ studentized Q 
statistic สาํหรบัการแจกแจงค่าสถิติ (sampling 
distribution) โดยสถติ ิQ หาได ้ดงัน้ี 
 

n
Msw

X - X    Q ba    ………………………………  (4) 

 
 โดย  aX และ bX  แทน   ค่าเฉลี่ย   MSW 
แทน within group mean square บางครัง้ก็เรียกว่ามี
การใช ้studentized range distribution โดยหาจากสูตร 
(Ott.  1993) 
  

n
1S

X - X  =  Q
p

ba …………………………………………  (5) 

 
 SP แทน pooled standard deviation 
 และ    

 
n

msw Q =  HSD ………………………  (6) 

(Gravetter and Wallnau. 2007) 

 ในกรณีที่ ขนาดกลุ่มตวัอย่างไม่เท่ากนั (unequal 
sample size) ใชว้ธิีการของ Tukey – Kramer (TK) 
method โดยมสูีตร ดงัน้ี (Hinkle Wiersma and Jurs.  
1994 ; Howell. 2007) 

[ ]
n

n
1  - 

n
1

msw

X-X  =  Q

minmax

minmax ………  (7) 

 2. วิธีการของ Newman –Keuls 
  วธิีการของ Newman –Keuls บางครัง้เรียก 
Student-Newman –Keul (SNK) ปรบัปรุงมาจากวธิีการ
ของ Tukey โดยมกีารหาสถติิ studentized range 
statistic  แต่มกีารกาํหนดค่าวกิฤตหลายค่า สาํหรบัการ
เปรียบเทยีบกบัค่าสถติิที่ ไดจ้ากการคาํนวณแต่ละค่าขึ้นอยู่
กบัจํานวนข ัน้ที่ แบ่งแยกค่าเฉลี่ ยที่ นํามาเปรียบเทียบกนั 
วิธีการนี้สามารถใชไ้ดท้ ัง้กรณีกลุ่มตวัอย่างมีขนาดเท่ากนั
หรือไม่เท่ากนัที่ น่าสงัเกตก็คือ วิธีการ SNK ไม่มีท ัง้ 
experiment-wise error rate และไม่ม ีcomparison – 
wise error rate แต่มกีารกาํหนดอตัราความผดิพลาด 
(error rate) สาํหรบัค่าเฉลี่ยที่มจีาํนวนข ัน้ที่ เรียงลาํดบั
เหมอืนกบัที่แบ่งแยก (Ott. 1993)  เนื่ องจากค่าวกิฤตมค่ีา
ลดลง เมื่ อมีจาํนวนขน้ระหว่างค่าเฉลี่ ยเปรียบเทียบมีค่า
ลดลง ทาํใหว้ธิีการของ SNK มคีวามเป็นอนุรกัษล์ดลง จะ
ทาํใหผ้ลการเปรียบเทยีบความแตกต่าง พบมากกว่าวธิีการ
ของ Tukey ซึ่ งมกีารใชค่้าวกิฤตที่มขีนาดใหญ่ที่ สุดเพยีงค่า
เดยีว ในการเปรยีบเทยีบกบัค่าสถติจิากข ัน้ต่าง ๆ 
 อย่างไรก็ดกีารที่ SNK สามารถพบจาํนวนคู่ของการ
เปรียบเทียบความแตกต่างค่าเฉลี่ยไดม้ากกว่า หรือ มกีาร
อนุรกัษน์อ้ยกว่าวธิีการของ Tukey (Todma and 
Dugard. 2007)  นบัว่าเป็นวธิีการที่ เหมาะสมมากกว่า ท ัง้น้ี
เนื่ องจาก FWE ของ SNK จะมค่ีามากกว่าเลก็นอ้ย จากค่า
แอลฟาที่ กาํหนดในการวเิคราะหค์วามแปรปรวน (Howell. 
2007) แต่ก็ยงัมค่ีานอ้ยกว่าการทดสอบโดยใช ้t-test ส่วน
วธิกีารของ Tukey จะมค่ีา FWE เท่ากบัค่าแอลฟาที่กาํหนด
ไว ้(Hink.e, Weirsma and Jurs. 1994) 

MSW

MSW

 2. วิธีการของ Newman-Keuls

  วิ ธีการของ Newman-Keuls บางคร้ังเรียก 

Student-Newman-Keul (SNK) ปรับปรุงมาจากวิธีการของ 

Tukey โดยมีการหาสถิติ Studentized range statistic แตมี

การกําหนดคาวิกฤตหลายคา สําหรับการเปรียบเทียบกับคาสถิติ

ที่ไดจากการคํานวณแตละคาขึ้นอยูกับจํานวนขั้นที่แบงแยกคา

เฉลี่ยที่นํามาเปรียบเทียบกัน วิธีการนี้สามารถใชไดทั้งกรณีกลุม

ตวัอยางมขีนาดเทากนัหรือไมเทากนั ทีน่าสงัเกตกค็อื วธีิการ SNK 

ไมมทีัง้ Experimentwise error rate และไมม ีComparisonwise 

error rate แตมีการกําหนดอัตราความผิดพลาด (Error rate) 

สําหรับคาเฉล่ียที่มีจํานวนขั้นที่เรียงลําดับเหมือนกับที่แบงแยก 

(Ott. 1993)  เนือ่งจากคาวกิฤตมคีาลดลง เมือ่มจํีานวนขัน้ระหวาง

คาเฉลีย่เปรยีบเทยีบมคีาลดลง ทาํใหวธีิการของ SNK มคีวามเปน

อนุรักษลดลง จะทําใหผลการเปรียบเทียบความแตกตาง พบ

มากกวาวิธีการของ Tukey ซ่ึงมกีารใชคาวิกฤตทีม่ขีนาดใหญทีสุ่ด

เพียงคาเดียวในการเปรียบเทียบกับคาสถิติจากขั้นตาง ๆ

 อยางไรก็ดีการที่ SNK สามารถพบจํานวนคูของการ

เปรียบเทยีบความแตกตางคาเฉลีย่ไดมากกวา หรือ มกีารอนรัุกษ

นอยกวาวธีิการของ Tukey. (อางถงึใน Todman and Dugard. 

2007)  นบัวาเปนวธีิการทีเ่หมาะสมมากกวา ทัง้นีเ้นือ่งจาก FWE           

ของ SNK จะมีคามากกวาเล็กนอย จากคาแอลฟาที่กําหนดใน

การวิเคราะหความแปรปรวน (Howell. 2007) แตก็ยังมีคานอย

กวาการทดสอบโดยใช t-test สวนวิธีการของ Tukey. จะมีคา 

FWE เทากับคาแอลฟาที่กําหนดไว (Hinrle, Weirsma and     

Jurs. 1994)

 3. วิธีการของ Fisher

  วิ ธีการของ Fisher. (1949) เ รียก Least 

Significant Difference (LSD) สามารถใชเปรียบเทียบความ

แตกตางคาเฉลี่ยรายคูไวลางหนากอนทําการวิเคราะหความ

แปรปรวน (Planned comparisons) หรอื ภายหลงัการวเิคราะห

ความแปรปรวน (Post - hoc comparisons) เฉพาะกรณีใชภาย

หลังการวิเคราะหความแปรปรวนแลว เปนวิธีการที่ไดปรับปรุง

แลว จึงเรียกช่ือใหมวา Fisher’s Protected LSD หรือ Fisher’s 

Protected t ซึ่งสามารถควบคุม FWE ใหมีคาเทากับคาแอลฟา

ที่กําหนดสําหรับ F-test ได (Ott. 1993 : Freud and Wilson.  

2010) และใช t-test เปรียบเทียบความแตกตางคาเฉลี่ยแตละ
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 ) ที่กําหนดไวในการวิเคราะห
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range test และสามารถควบคมุ FWE ไดอยางคงที ่ แตมอีาํนาจ
การทดสอบนอยกวาวิธีการของคนอื่น ๆ (Howell. 2007)

 5. วิธีการของ Duncan  

  วิธีการของ Duncan. (1955) มีชื่อเฉพาะวา New 

Multiple Range Test (NMRT) เปนวิธีการเปรียบเทียบความ

แตกตางคาเฉลี่ยรายคูที่ใช Studentized range distribution 

โดยคาอัตราผิดพลาดในการตัดสินใจจะไมใชท้ัง Familywise 

Error rate (FWE) และไมใช Comparisonwise error rate 

วิธีการนี้มีการเรียงลําดับคาเฉลี่ยกลุมตัวอยางจากนอยที่สุดไป

มากที่สุด แลวไดกําหนดอัตราความผิดพลาดในการตัดสินใจ 

(Error rate) จากคาระดับการปองกัน (Protection level) ดังนี้

 (Ott. 1993 ; Freud and Wilson. 2010) 

error rate  =  1-(1-
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) r-1  เรียก  Protection level ซึ่งมีคาลดลง

เมื่อคา r มีคามากขึ้น

  r  แทนจํานวนขั้นแบงแยกคาเฉลี่ย

 จากสตูร แสดงใหเห็นถงึโอกาสของการปฏเิสธสมมติฐาน

วาง    (Ho : µ
i
 = µ

i
 )  อยางผิดพลาด เมื่อคาเฉลี่ยทั้ง 2 คา 

อยูหางกัน r ขั้น ดังนั้นโอกาสของการทําความผิดพลาดประเภท

ที่ 1 เมื่อมีคาเฉลี่ยตัวอยางเทากับ r ขั้น มีคา 1- (1 
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) r-1 ถา

คาเฉลี่ย  2  คา  อยูเรียงติดกัน (r = 2) จะได Protection level 

เทากับ 1- (1-
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ค่าแตกต่างจากค่าเฉลี่ยของประชากรที่ เหลอื  ซึ่ งเรียกวธิีการนี้ว่าการเปรียบเทยีบความแตกต่างค่าเฉลี่ยรายคู่  ท ัง้นี้จะตอ้งเลอืก

วธิกีารเปรยีบเทยีบที่ เหมาะสมมกีารควบคุมค่าความผดิพลาดประเภทที่  1 รวม ใหม้ค่ีาเท่ากบัค่าแอลฟาที่กาํหนดไว ้และมค่ีาอาํนาจ

ในการทดสอบที่ เหมาะสมดว้ย ในบทความนี้ ไดน้าํเสนอวธิีการต่าง ๆ ในการเปรียบเทยีบความแตกต่างค่าเฉลี่ยรายคู่  เพื่อเป็น

ประโยชนใ์นการเลอืกใชใ้หเ้หมาะสมต่อไป 
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SUMMARY 

 In testing the difference of three or more population means by using the analysis of variance when the  

null hypothesis is rejected at a predetermine alpha level, called the test result is significant at the a level, the 

researcher have to test which population means are different from the rest. This method is called the post-

hoc multiple comparison tests, which can help the researcher to make conclusion about the greatest 

population mean. The researcher must select the appropriate method which can control the overall type I 

alpha rate equal to the predetermined alpha level and also reserve the power of the test. This article presents 

various methods of the post-hoc multiple comparison tests for the researcher to use appropriately in reporting 

the research results. 
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) r-1 หรือ Error rate เมื่อคูใด ๆ ของคาเฉลี่ยที่จะ

เปรียบเทียบอยูหางกันหรือแบงแยก r ขั้น (r  =  2,...k) การ

ปรับเปลี่ยนตามแนวคิดนี้จะทําใหพบวา จะไมพบความแตก

ตางอยางมีนัยสําคัญทางสถิติของคาเฉลี่ยที่เรียงอยูชิดกัน 

แตจะพบเฉพาะคาเฉลี่ยท่ีถูกแบงแยกจากกันหลายขั้น 

(Milton. 1992)

 วิธีการของ Duncan. ปกติใชในกรณีกลุมตัวอยางมี

ขนาดเทากนั ตอมาไดมกีารปรับปรุงใหสามารถใชไดกบักรณีกลุม

ตัวอยางมีขนาดไมเทากันเรียก Duncan - Kramer method 

(1957)

 ถานาํผลการวเิคราะหโดยใชวธีิการของ Duncan. เปรียบ

เทียบกับวิธีการของ Fisher’s LSD, Tukey’s HSD และ 

Newman-Keul’s SNK  จะพบวาผลการเปรียบเทียบความแตก

 3. วิธีการของ Fisher 
  วธิีการของ Fisher (1949) เรียก Least 
Significant Difference (LSD) สามารถใชเ้ปรียบเทยีบ
ความแตกต่างค่าเฉลี่ยรายคู่ไวล้่างหนา้ก่อนทาํการวเิคราะห์
ความแปรปรวน (planned comparisons) หรือ ภายหลงั
การวเิคราะหค์วามแปรปรวน (post – hoc comparisons) 
เฉพาะกรณีใชภ้ายหลงัการวเิคราะหค์วามแปรปรวนแลว้เป็น
วิธีการที่ ไดป้ร ับปรุงแลว้  จึงเรียกชื่ อใหม่ว่า Fisher’s 
Protected LSD หรือ Fisher’s Protected t ซึ่ งสามารถ
ควบคุม FEW ใหม้ค่ีาเท่ากบัค่าแอลฟาที่กาํหนดสาํหบั F-
test ได ้(Ott. 1993 : Freud and Wilson.  2010) t-test 
เปรยีบเทยีบความแตกต่างค่าเฉลี่ยแต่ละคู่โดยมสูีตรดงัน้ี 
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 จากการศึกษาพบว่า  วธิีการของ Tukey’s HSD มี
ความเป็นอนุรกัษม์ากกว่าวธิีการของ Fisher’s LSD ทาํใหม้ี
จาํนวนคู่ของการเปรียบเทยีบที่มนียัสาํคญัทางสถติินอ้ยกว่า 
แมว้า่ท ัง้สองวธิีการม ีFWE เหมอืนกนัแต่ LSD มขีนาดของ
การตดัสนิใจผดิพลาดแต่ละครัง้ (comparison-wise error 
rate) ใหญ่กวา่ของ Tukey’s HSD นัน้เอง 
 อย่างไรก็ตาม Howell (2007) ไดแ้นะนาํใหใ้ช ้
วธิีการของ Fisher เฉพาะกรณีมค่ีาเฉลี่ยไม่เกิน  3  ค่า 
เท่านัน้ เพราะสามารถควบคุม FWE ใหเ้ท่ากบัค่าแอลฟาที่
กาํหนดไว ้
 4. วิธีการของ Scheffe’ 
  วธิีการของ Scheffe (1959)  สามารถใช ้
เปรียบเทียบความแตกต่างค่าเฉลี่ยไดม้ากกว่าทีละคู่ จึงมี
การเปรยีบเทยีบไดอ้ย่างซบัซอ้น และมคีวามเป็นการอนุรกัษ์
ค่อนขา้งมาก (more conservative) เมื่อเปรียบเทยีบกบั

วธิีการของคนอื่ น เน่ืองจากมจีาํนวนคู่ของการเปรียบเทยีบ
ในคราวเดียวกบัจาํนวนมาก วิธีการน้ีสามารถใชก้บักรณี
กลุ่มตวัอย่างมขีนาดเท่ากนั หรือไม่เท่ากนัก็ได ้วธิีการของ 
Scheffe สามารถควบคุม FWE ใหม้ค่ีาคงที่ เท่ากบัค่าระดบั
นยัสาํคญัทางสถติิ (หรือ  ) ที่กาํหนดไวใ้นการวเิคราะห์
ความแปรปรวน และมคีวามแกรง (robustness) ต่อการ
แจกแจงขอ้มูลประชากรไม่เป็นโคง้ปกติ  หรือมีความ
แปรปรวนประชากรไม่เท่ากนั (Wampole and Drew. 
1990)  อย่างไรก็ตามวธิีการของ Sheffe’  อาจไม่พบความ
แตกต่างของค่าเฉลี่ยรายคู่ก็ได ้
 วธิีการของ Scheff’ ใชก้ารแจกแจง F แทน 
Studentized range test และสามารถควบคุม FWE ได ้
อย่างคงที่   แต่มอีาํนาจการทดสอบนอ้ยกว่าวธิีการของคน
อื่น ๆ (Howell.  2007) 
 5. วิธีการของ  Duncan   
  วธิีการของ Duncan (1955) มชีื่ อเฉพาะว่า  
New Multiple Range Test (NMRT) เป็นวธิีการ
เปรียบเทยีบความแตกต่างค่าเฉลี่ยรายคู่ที่ ใช ้studentized 
range distribution โดยค่าอตัราผดิพลาดในการตดัสนิใจ
จะไม่ใชท้ ัง้ familywise error rate (FWE) และไม่ใช ้
comparison-wise error rate วธิีการนี้มกีารเรียงลาํดบั
ค่าเฉลี่ ยกลุ่มตวัอย่างจากนอ้ยที่ สุดไปมากที่ สุด แลว้ได ้
กาํหนดอตัราความผดิพลาดในการตดัสนิใจ (error rate) 
จากค่าระดบัการป้องกนั (protection level) ดงัน้ี 
 (Ott. 1993 ; Freud and Wilson. 2010)  
 
error rate  =  1-(1-)r-1   ……………………………  (10) 

 
 โดย (1- ) r-1  เรียก  protection level ซึ่ งมค่ีา
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เท่านัน้ เพราะสามารถควบคุม FWE ใหเ้ท่ากบัค่าแอลฟาที่
กาํหนดไว ้
 4. วิธีการของ Scheffe’ 
  วธิีการของ Scheffe (1959)  สามารถใช ้
เปรียบเทียบความแตกต่างค่าเฉลี่ยไดม้ากกว่าทีละคู่ จึงมี
การเปรยีบเทยีบไดอ้ย่างซบัซอ้น และมคีวามเป็นการอนุรกัษ์
ค่อนขา้งมาก (more conservative) เมื่อเปรียบเทยีบกบั

วธิีการของคนอื่ น เน่ืองจากมจีาํนวนคู่ของการเปรียบเทยีบ
ในคราวเดียวกบัจาํนวนมาก วิธีการน้ีสามารถใชก้บักรณี
กลุ่มตวัอย่างมขีนาดเท่ากนั หรือไม่เท่ากนัก็ได ้วธิีการของ 
Scheffe สามารถควบคุม FWE ใหม้ค่ีาคงที่ เท่ากบัค่าระดบั
นยัสาํคญัทางสถติิ (หรือ  ) ที่กาํหนดไวใ้นการวเิคราะห์
ความแปรปรวน และมคีวามแกรง (robustness) ต่อการ
แจกแจงขอ้มูลประชากรไม่เป็นโคง้ปกติ  หรือมีความ
แปรปรวนประชากรไม่เท่ากนั (Wampole and Drew. 
1990)  อย่างไรก็ตามวธิีการของ Sheffe’  อาจไม่พบความ
แตกต่างของค่าเฉลี่ยรายคู่ก็ได ้
 วธิีการของ Scheff’ ใชก้ารแจกแจง F แทน 
Studentized range test และสามารถควบคุม FWE ได ้
อย่างคงที่   แต่มอีาํนาจการทดสอบนอ้ยกว่าวธิีการของคน
อื่น ๆ (Howell.  2007) 
 5. วิธีการของ  Duncan   
  วธิีการของ Duncan (1955) มชีื่ อเฉพาะว่า  
New Multiple Range Test (NMRT) เป็นวธิีการ
เปรียบเทยีบความแตกต่างค่าเฉลี่ยรายคู่ที่ ใช ้studentized 
range distribution โดยค่าอตัราผดิพลาดในการตดัสนิใจ
จะไม่ใชท้ ัง้ familywise error rate (FWE) และไม่ใช ้
comparison-wise error rate วธิีการนี้มกีารเรียงลาํดบั
ค่าเฉลี่ ยกลุ่มตวัอย่างจากนอ้ยที่ สุดไปมากที่ สุด แลว้ได ้
กาํหนดอตัราความผดิพลาดในการตดัสนิใจ (error rate) 
จากค่าระดบัการป้องกนั (protection level) ดงัน้ี 
 (Ott. 1993 ; Freud and Wilson. 2010)  
 
error rate  =  1-(1-)r-1   ……………………………  (10) 

 
 โดย (1- ) r-1  เรียก  protection level ซึ่ งมค่ีา
ลดลงเมื่อค่า r มค่ีามากขึ้น 
  r  แทนจาํนวนชัน้แบง่แยกค่าเฉลี่ย 
จากสูตร แสดงใหเ้ห็นถึงโอกาสของการปฏิเสธสมมติฐาน
ว่าง (Ho    i = i )  อย่างผดิพลาด เมื่อค่าเฉลี่ยท ัง้ 2 
ค่า อยู่ห่างกนั r ข ัน้ ดงันัน้โอกาสของการทาํความผดิพลาด
ประเภทที่   1 เมื่ อมค่ีาเฉลี่ยตวัอย่างเท่ากบั r ข ัน้ มค่ีา  
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ตางเฉลี่ยรายคูตามวิธีของ Duncan. ไดผลเหมือนกับวิธี LSD 

และ SNK มากกวาวิธีการ HSD และมีอํานาจในการทดสอบ

มากกวา (Ott. 1993)

 6. วิธีการอื่น ๆ

  6.1 ในกรณีที่ประชากรมีความแปรปรวนไมเทากัน 

นิยมใชวิธีการของ Howell. (1976) ซึ่งสามารถควบคุม FWE 

ไดอยางเหมาะสม อยางไรกต็ามบางสถานการณวธีิการนีอ้าจทาํให 

FWE มีคามากกวาเล็กนอยจากคาแอลฟาที่กําหนดไว เชน ถา

ประชากรมีความแปรปรวนเทากัน และกลุมตัวอยางมีขนาดเล็ก

กวา 50  คา FWE จะมคีาเกนิ .05 เลก็นอยเชนเปน .07 (Myers, 

Well and Lorch. 2010) หรือถาความแปรปรวนประชากรไม

เทากัน และกลุมตัวอยางมีขนาดนอยกวา 6 คา FWE ก็จะมีคา

มากกวาคาแอลฟาเล็กนอย ที่นาสังเกตก็คือวิธีการของ Howell.  

(1976) มีอํานาจในการทดสอบสูงกวาวิธีอื่น ๆ 

 โปรแกรมสาํเร็จรูปคาํนวณสถติิ (SPSS) ไดกาํหนดวธีิการ

ทดสอบความแตกตางคาเฉลีย่ดงักลาวมาแลวในกรณีประชากรมี

ความแปรปรวนตางกันไว 4 วิธี คือ Tamhane’s and Howell. 

โดยวิธีการของ Tamhane’s T2, มีความอนุรักษคอนขางมาก 

สวนวธีิ Dunnett’s T3, Dunnett’ C และ และ C สามารถควบคมุ

ความผิดพลาดประเภทที่ 1 ไดดีมาก และวิธีการของ Howell มี

อํานาจการทดสอบมากที่สุด (Fidell. 2007)

  6.2 กรณีกลุมตัวอยางมีขนาดไมเทากัน แตขนาด

แตกตางไมมากนัก นิยมใชวิธีการของ Hochberg’s GT
2
  

และ Gabrieli’s procedure โดยวิธีของ Gabriel. มีอํานาจ       

ในการทดสอบสูง ถาขนาดกลุ มตัวอยางแตกตางกันมาก  

แตความแปรปรวนประชากรเทากันใชวิธีการของ Hochberg’s 

procedure (Field. 2009)

  6.3 กรณกีลุมตวัอยางมขีนาดเทากนั นอกจากใชวธีิ

การบางวิธีดังกลาวมาแลว  สามารถใชวิธีการของ Ryan, Einot, 

Gabriel and Welsch Q procedure (REGWQ)  ซึ่งสามารถ

ควบคมุ FWE ไดด ีและมคีาอาํนาจการทดสอบสงู (Field. 2009) 

Howell. (2007) แนะนําใหเลือกใชวิธีของ FEGWQ แทนการใช

วิธีของ SNK และ Tukey’s HSD เพราะเปนวิธีการที่มีอํานาจ

การทดสอบมากที่สุด และสามารถควบคุม FWE เทากับคา

แอลฟาที่กําหนดไว

สรุป
 ในการทดสอบความแตกตางคาเฉลี่ยรายคู หลังการ

ทดสอบสมมติฐานโดยใชการวิเคราะหความแปรปรวนมีนัย

สําคัญทางสถิตินักวิจัยจะตองเลือกวิธีการที่เหมาะสมในการ

ควบคุม Familywise error rate (FWE) ใหมีคาคงที่เทากับคา

แอลฟา หรือระดบันยัสาํคญัทางสถติทิีก่าํหนดไวในการวิเคราะห

ความแปรปรวน ซึง่นกัสถติศิาสตรไดวเิคราะหและพบวา มปีจจัย 

2 ประการที่มีผลกระทบตอคาความผิดพลาด (Overall error 

rate) คือ ความเปนวิวิธพันธุของความแปรปรวนประชากร 

(Heterogeneity of variance) หรือการมีความแปรปรวน

ประชากรไมเทากนั และการมขีนาดกลุมตวัอยางไมเทากนั ดงันัน้ 

จึงตองหาวิธีการควบคุม FWE ดังกลาว ในการเลือกวิธีการใด 

นักวิจัยจะตองเลือกวิธีการที่ควบคุม FWE ไดอยางเหมาะสม

และวิธีการนั้นมีอํานาจในการทดสอบ (Power of the test) 
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