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Post-hoc Multiple Comparison Tests
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SUMMARY

In testing the difference of three or more population means by using the analysis of variance when the
null hypothesis is rejected at a predetermined alpha level, called the test result is significant at the (OL) level,
the researcher has to test which population mean is different from the rest. This method is called the post-hoc
multiple comparison tests, which can help the researcher to make conclusion about the greatest population
mean. The researcher must select the appropriate method which can control the overall type | alpha rate
equal to the predetermined alpha level and also reserve the power of the test. This article presents various
methods of the post-hoc multiple comparison tests for the researcher to use appropriately in reporting the
research results.

Keywords : Post-hoc Multiple Comparison Tests ; Overall Type | Error Rate ; Power of the Test.
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TuMsnaEEUANALANG A LRA BI85 NS
Srmsoud 3 Usensanll loel¥addnesoy F (F-test)
SsumIeTngiaNuUILTIW WimmesauanaLan
shasimAemneman o fiu I@Hﬁﬂﬁ%ﬁﬂmmai’m’jﬁﬂ%@
WAen (Ho @y ) mm%@L’%aﬂam@gml,l,uuﬁdw
Complete %38 Omnibus null hypothesis (Howell. 2007)
MuannaseUitd M vidoiaaandiguig
(Null hypothesis : Ho) Weagdadlnnauanegsening
ARG LaAR M emeeau s Iues
NAMENININAILANIRTIANHAANAIATBINTHAFHD
ﬂizm‘wﬁ 1 (Type I error rate 138 Overall error rate) 1ﬁ
T AP e O (Pre- established o level)
119A5938N3RMINAFOLHT Omnibus test (Hinkle,
Wiersma and Jurs. 1994) 38 Omnibus F-test (Sheskin.
2000) "E%mi‘n@ﬂaummmﬂ@mmmﬁmmjmwﬁq m3
AenghenuudsUruiilusdymeataud Bun Post-
hoc multiple comparison test 38 Pairwise comparisons
(Ott. 1993 ; Hinkle Wiersma and Jurs. 1994 : Field. 2009 :
Mayers, Well and Lorch. 2010) 33nsnatiaenvsums
wAsUfieuemauanehermALTEiinaEARMS Fan
Fnafieasdasmugaliilamamadiedulasunnd 1
(Overall g rate) Aamanadienihiuenuaarhiir e 3l
MIleNERaNAMUTUTM

SanenuAawaayszand 1 (Type I Error Rate)

élumimaaummmeemmmé"mwmj NAINT
wmaauam@gﬁﬂ@ gl ngianaudsUsmiiy
Symeatia Fmat Wasdasmananeuaasaasia
WaneLlTHANT 1 (Type I error 1ate) ¥REAATIANNRANG
59 (Overall error rate) ienesfivhiusuaanmdases
ﬁaﬁwﬁ@ﬁﬁmuﬂﬂmﬁ%mezﬁmmmiﬂs’m Taenlal
ansRawMaUszand 1 esilseaniiiu 2 uuy eawAe
wmmmnﬁ 11580 Comparison wise error rate (Hinkle,

Wiersma and Jurs. 1994) Error rate per comparison

(PC) (Howell, 2007) %39 Error rate per contrast (EC)
(Mayers, Well and Lorch. 2010) Wudananufanaa
s 1 ﬁnaamim’%auL‘ﬁwmmwm@m@hmﬁlmlﬁiawj
s lumsnaseueauanseeiads 2 Usznns loeld
A0GENAFIL t LLazﬁmiﬂﬁLaﬁam@gmdN (Ho) i a=.05
et neaiemmerasmn Reufinuedeimhiy
.05 mmﬂmwmmmnﬁ" 2 580 Familywise error rate
(FWE 30 FW) (Mayers, Well and Lorch. 2010 ; Howell.
2007) ! Experiment wist error rate (¢ E) (Hinkle,
Wiersma and Jurs,. 1994 and Freud and Wilson. 2010)
gafulamauasmInssrnansfienaiatssnni 1 aths
o awﬁww%@maaﬁg@mm’%amﬁ oy visafulamazasgams
WRELWEY (Set or Family of contrasts) 311431 1 70 9%
fmsdeaulafiomanatsunn 1 Fiedw Ssemsieman
LAl R s eneaAE L
penaevEanmengueeds wdalitesveieiiey
WIBLGINa? 913% 1 940 (Set w38 Family) 1% maFey
W p = W= = Jouu 1 gavosnmiRoy
ey dddamavasedesqUmanBeudioy danam a:d
otharlaefiAnlemarenuRananalsennd 1 esie
Wm@‘ﬁﬁ&m Familywise error rate (FWE)

aeslsfansinadifenans uiavinule [d1
Experiment alpha level LLVI%I@mﬂmiﬁm’Jmﬁ@Wm@
Ui 1 T B9fPNNIELENANNAANAIAINMS
w@aauam@imu@iam%LLemﬁu Fathsandanam law
vlufensnnnhenuearhiimmue annsmaseuusay
@%ﬂ (Gravetter and Wallnau. 2007)

imna i o Lmua”mwmmﬁ@wwamﬂn'aami
maa‘ummLmn@m@'mﬁ&mmj1 pda Sovudemens
AenaemaINTARRLIFALALS (PC) & 0L = O LAz
fmaneEeLFnA I uRERSs  usiazesosieaids,
deveianis (Independent or orthogonal contrasts) L
osoLA MLk P59 ansnanens FWE Taed (Mayers,
Well and Lorch. 2010)
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J.J.(Humanities and Social Sciences). 8(1) : Januar

=1-P (iflenewaesznmii 1 nge

MINAFDL)

=1-P (Vl,aiﬁmmﬁ@wm@ﬂisl,ﬂwﬁ 1 Tums
w@ﬂamﬁ@ﬂ%@)k

dovon Tomawasmadaaulafomaatsunnd 1
Guaamiw@aawﬁqﬂ%ﬁﬁa Comparison wise error rate
((X’) 38 Error rate per contrast (EC) i%mm I@H“Pﬁtﬂ
genfuans FWE f15eit (Sheskin. 2000)

Familywise error rate (FWE) = 1-(1-EC)k VED)
Experiment wise error rate (OE) = 1-(1- (7,,) k g k
W SaueSsasn TRy ua o danenu
AT TNAERLLAAL PSS

SmsuBaudienmng sifensdudaseaoriu ame
" Error rate comparison (PC ) azﬁ@imﬁ“l,mﬁému,ﬁm
udien FWE fleniAsualasfionn Tnehlansnsarmma
o FWE 136s% PC < FWE < k 0 (Howell. 2007)

ﬂw@gm’iwmimaaummmemmﬁlmwa@'
U 10 ﬂ%ﬂ LL@iazﬂ%ﬂ% Comparison wise error rate
Wiy oL LﬁaL,mu@hhq’@sﬁmdnaﬂé’wamiémm
TN (Ott. 1993)

. ¥ Tanazasnisiia
PUIBATIVDININAFDUANN
DA Type I error rate
LANGINA AR
10 .05 .01
1 100 | .050 | .010
2 190 | 0.92 | .020
3 271 | 143 | .030
4 344 | 185 | .039
5 410 | 226 | 0.49
10 651 | 401 | .096

PNNNTWNUN ANITNMINAFALYI 10 53 92
15@‘1 Familywise error rate (FWE) whfiu .651 401 VD)

096 UG Comparison wise error rate (q) YNy
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whs Tomaeasmsdinaula Rewanaoeharie 1 ess 13
APPaNMINARRLTIN 10 AYe ey 651 401 93
096 Feazifinldden FWE  fiehannndien o (490
Comparison wise error rate ‘w%a Error rate per contrast
. EC) éiovu FanmuReudiovemauansoeiadmee
manzaNardasnugulomarasmadadulaianain
Usenndi 1 (FWE) ﬁuaami‘m@ﬂauﬁqmmﬂﬂ’jmﬁmuqm
AMHRANAABINTNAFELR AR Ss (EC) NOTeR
sehelsfimalunmanaseuamauansseBAETE
Ay Hosmmmdemsiemauaru dummeseufil)
fudravts FWE omasiientiosnth 1-1-00) k 39ims
1Jszanouen FWE I@ﬂ%’@m (Hinkle Wiersma and Jurs.
1994 and Sheskin. 2000)
O = KO oo W
qmﬁmmaﬁm@hmmmm o A lumsmeaanana
LL@]WN@"]L%%EJLLG]‘GS@%@ (L%Hﬂ Comparison wise error
rate) Wienwhiuehuaanh firmua Blumsdiengions
11919794 (Pre- established level) lnemridnmnueds
gasmanagey (k) s FWE wuih FWE Senwhfiu 05
@ﬁ’qﬁu Comparison-wise error rate (Q) 2a9MINAFL
ueiaveisasfienen®y 06/10 = 005 G Jafmnnumen

Comparison wise error rate 3NgHT

%dgjmﬁ{%m Bonferroni correction (Field. : 2009)
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haflumsaySnseehsan (Extremely conservative) 9
onfnailimamasaamauanssendsTae it
ﬁwﬁﬁymaﬂﬁ@ﬁ@%u wdNwaNIeaaL F-test 2InN19
AenzhanaulsUsuiisedymesiatma wonani}
nu s AananaUssamii 1 anassiinarilden
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maerABmafivansas (Field. 2000)
1. FrenesausBnsnmuaN FWE [dudalsl
2. FBMINAFOUENTNMILANANINHANNA
vseinfi 2 (Type 1T error) viaoswnamanasoy léve sl
3. Fmteioldviel doyelirenndas
futennaaidinsdunalayms (Assumptions) 289713
A s ugesioues saimaBe
NTREREN

amamanshsradenlganges K ZKTD

2
(Hinlke Wiersma and Jurs. 1994 and Sheskin. 2000)
Wo K unw Sunuanie

siia2asnssufisuanuuancisaade
(Types of Comparisons)

nsuBeudeueauanssensastsennslasmsld
omnibus F-test #nidgamunsnidonmsidsauiiisuanuuan
sharmansznnsniowRand Myl neians Omnibus
F-test InemauReuifieueimassionamil 2 wn (Sheskin.
200 ; Gravetter and Wallnau. 2007 and Howell. 2007)

1. awSaudpuuuawsml i (Planned
comparisons v A priori comparisons) mMulSeudey
AR AT eI AL A SN ing
dlraufasiiumaiusuradays dofudayaudan
%aﬁﬁmmﬂ%ymﬁwmmLmﬂ@m@'wmﬁa‘nmjmmﬁ
Awuald daxn3svmadne Omnibus F-test lae/
AihmamInasetasitiuddmeatiaviold uazls
Fuiludinst/Suen Familywise error rate (FWE) uweitnaviin
iwaunglilFi e iaasmamasotmseuaarheas
Omnibus F-test ud MunamimaSeudiauama

me@mmmﬁ'mwiag@ (Gravetter and Wallnau. 2007).

TumelAtEmsSeudeuwsumnaunsliamsh usean
Wusgeueas fa msSouisuat1edne (Simple
comparisons) MUMTWIUALUTITIU (Complex

. a A ' | [ a
comparisons) leansiSaudfiaueshshafiunsiSey

Feensuandhaaieesay 16 W X i X X iy
X, 8 AMsuFauisuluuiiensen Pairwise
comparisons
! a a v @ a 1 d‘
M Souaudsowiiumsi Seuieummae
a 1 d‘ 1 A 1 a % 1 ﬁ!l
Tneimamineniads 2 svsasnnnm waew Wautueinge
WAL NI IREY 2 M VeI NBNNAH 1
X, (X, + X)/2: (X + X )20 (X + X )2 dusi
2. maFeufeunuulafnisnsunua s
(Uplanned comparisons eh) Posthoc, multiple or A
. . . i a 24)\'17 1 [ a
posteriori comparisons) MAUTUEUBbldNALTUTHA
=y a 1 1 A a a a v [~
RIS R RN A PR AR IS SIS MIG N ) P A R
Wisuifrnanauaneen adendsaniiud ayaus
WATEIUNINT UAITLUTHUA UM 1LRR I IUIUNIN
Snadfenansdmnnunsh vhmesuufausiadeny
Wi n Omnibus F-test SiudAnynestiiuds usieiedl
Sneffenansshusih lnmassuifauainde o
Toe/lidniledn Omnibus F-test asiliiadndymestiavdo
WENNYITWEUD Y AsnIlimILSuv3aniuaN Familywise
error rate (FWE) wtlaflanaidiuuansnatiui 3amsulsau
Wauenauaneseindeslasfiiga lumsniugumie
15U FWE
A a 1 1 dl 1 I
mawSeuifisuenausneseadenag lshag
[~ a ] 1 A a a v ) i a v
Fhafinathehesorfiadedan ifumanBoudaulayld
NATINIEILEY (Linear combination) 989Miaaesysng
a a A X ~ A A v X
GynmaFuuisusuudnmadsuisu@aidis (Linear
] a = a 1 ] i a
contrasts) WWNTNMILUILUWMEURENSY MaFauigy
Fad loun meBaudieueade 2 6 g Ylﬁu YZ
FumIuSHUeUEsTan AvimITINemeae 2 M v
NNANEBEUT TR A VTR MITINAAAEYD
nnamtis 1w X (X +X)/2 Whadt

PEmestifidmiumanaseuanauanceraieeg

ada AAd‘ 1 1 ﬁf [ a as 1 31
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1. 3315229 Tukey

A3msva9 Tukey. (1953) HdaBuniamen
Honestly Significant Difference : HSD) iﬂ%ﬂiﬁﬁﬂﬁm
FhoetsRImaWTik (Equal sample size) M3AIUAN FWE
l#mauaniag Q (Q distribution) Iae Q 38 Studentized
rarge statistic 730 Studentized Q statistic §WATUMT
WANLAIANEAR (Sampling distribution) laea@ Q e
ot

I@EJ X 1554 X L mmaa MSW b Within
group mean square mam@msammm‘ﬂ% Studentized
range distribution I@a‘wmﬂqm (Ott. 1993)

X -X
Q=2 D e, (4)
1
S .
p
n

SP % Pooled standard deviation
15H

MSW

HSD =Q [ —— s (5)

n

(Gravetter and Wallnau. 2007)

GL%ﬂirﬁﬁ‘Um@ﬂ’stﬁ’m&vaLN'L‘Vhﬁ% (Unequal
sample size) Gl‘ﬁ”’ﬁ‘ﬁlm?ﬂad Tukey - Kramer (TK) method
I@aﬁqm @T@ﬁ (Hinkle Wiersma and Jurs. 1994 and
Howell. 2007)

Q= o (6)
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2. 35M15289 Newman-Keuls
33M15289 Newman-Keuls 119n5a13en

Student-Newman-Keul (SNK) 15u1g9:nan35n13909
Tukey l08§imemafid Studentized range statistic i3l
matmuaeRnenaIa fmsumaSeuieutumada
ﬁvl,oﬁ”mﬂmiﬁmmwiazm%uagﬂiﬁuﬁwmu%uﬁuﬂmmm
WA ST E%ﬂWiﬁmNWimsL%lﬁ%aﬂiﬂﬂa;N
dheshafimnawhiuseivhi fuhdanafas 33ms SNK
134'3’3‘%@ Experimentwise error rate LLaz\l&iﬁ Comparisonwise
error rate WAAMIMMUAIATIANNRONAA (Error rate)
dwsueadsfits i Sesddumilauiuiiudauen
(Ott. 1993) Lﬁaamnﬂ'ﬁﬂqmﬁma@m Sofimodhmsh
edsnReufisufeanas vhlsasmsmes SNK femaufis
ausnEanas Az WamawSuuisuenauands wu
A4 Tukey Jofims|feAnamiidinnelng fige
Resenien s Baudieuiuensaaaniueg ‘)

athalafiima?i sk MANTONUTIUIUGVBIMNS
wWAsUfeuemauanshariad lsannn viie Simsausng
YN TABN5704 Tukey. (F1999 14 Todman and Dugard.
2007) ShEAEMaTmnzEs NN Seiiiasan FWE
989 SNK asensnnnidniios anenusanfirvualss
MIUATIAANNULTUTIN (Howell. 2007) usindlsfientiae
nimanaaeulagld t-test §35MII09 Tukey. Asien
FWE whiuenuoavhiirvue 13 (Hinrle, Weirsma and
Jurs. 1994)

3. 3575204 Fisher
(1949) \3un Least
Significant Difference (LSD) &30 MSauidieuany

39015994 Fisher.

Lmﬂ@hwhmﬁ&Jiwﬁfﬁmwﬁwﬁauﬁwmﬁmeﬁmm
W1J5157% (Planned comparisons) ¥30 MEVEINIIATILN
ML (Post - hoc comparisons) lWIEN3TAEME)
pamTeneianaualids st s
u& 393ena sl Fisher's Protected LSD %30 Fisher's
Protected t %ammiammm FWE Isflenwifuenuaarh
Frvednsy F-test |& (Ott. 1993 - Freud and Wilson.
2010) wacld t-test WRsUfeUeaLaneeenAL LA
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Alnefigmaeisdl
a
LSD = —t
2

NITNANEIDLNIAWIITY

o [2MSW
LSD = —t  [——

2 O, 8)

NNMIFNNWLIN F3M3289 Tukey's HSD Hana
fiuoyFnidnnnii5mvas Fisher's LSD vhlsildmamg
PN RuULNRT s mMeaDataun uihvissas
F5m3il FWE widlewfuuel LSD fawmezasmasiadulaio
NAALLGIAYASY (Comparisonwise error rate) Glmjﬂdmaﬁ
Tukey's HSD #1409

] [3 % ° Yaa
athalafions Howell (2007) Iumshl4asms
984 Fisher wenaiiilenadelaifiu 3 a whth inng
anansnenuaN FWE Tvhiueuaarhimmuals
4. 35M15289 Scheffe’
as s ¥ A a
DMWY Scheffe’ (1959) fanTnlfiFeudiay
J 1 t!‘ v 1 a IR A i a v
anauansseiadalfannnifiaze SeimsiReufieuls
aehefudou wazilenadumsoysndeaudrsnn (More
X A ~ A o aa A A A
conservative) WaFHUMEUNUATNM SRS 9N
SnugrasmsilSuudisuluesifeniudwmann 3ms
g Yo a 1 % ] a [ A (AN B4
fianananlFiunsdingushathadawnaitiu siie lsivn s 6
45M3984 Scheffe. NaNINAIGN FWE Wilehesfiiviuen
suduiiadndumeata ode o ) ArvuaBlumsemeh
ATNNULITLTIN LaZAANNWNGS (Robustness) GONEUANLAY
foyausernslaifhuldand siefienauissmisenns sl
Wi (Wampole and Drew. 1990) athslsfiensAsmsnas
Sheffe’ analanueauAnFBsrIRRETILgH 6

A3me4 Scheff [¥Mauanuad F i Studentized
range test LAYANNEMLAN FWE |¢aehsns uddisnina
MIMANOLTRLNTITMITaIAURY ©] (Howell. 2007)

5. 35115289 Duncan

75M7909 Duncan. (1955) HFaiawyi New

3. (NUBUMERILAYNIANAERT) U 8 fiuh 1 : InTAd -

VU.J.(Humanities and Social Sciences). 8(1) : January -

Multiple Range Test (NMRT) {35msiSauiiauana
Lmﬂgmmmé H’im@:‘ﬂ% Studentized range distribution
Tosehdanaewamelumsadulaaslallig Familywise
Error rate (FWE) LLaﬂsﬂ,‘?ﬁ Comparisonwise error rate
FmstiimaGusduimasngahataniosfigald
mﬂﬁqm i ldrimuadamenafanmalumadadula
(Error rate) NNENTLIUMITIaIT (Protection level) ﬁdﬁ
(Ott. 1993 ; Freud and Wilson. 2010)

error tate = 1-(1-00) ™ oo, (9)

I -1 A . A A
@8 (1- o) 138N Protection level FINMANAY
4., X
Wae 1 AeannTn
I UUUTRLLILENeNAE)
Y @ K a Aa

NNGT LLamﬂwmumiamammmiﬂgLﬁﬁammgm

TN Ho:p =p ) sthaReanwan Wasuadera 2 M
v 1 v 1

aehvharie 1 4 deilomamasmaheansRanmatsznn
T U y
711 Halemedaiaenawnnu r 93 Jden 1- (1 o) -1 m
finde 2 e atiFusiaiu @ = 2) azlé Protection level
Wniu 1- (1-00) = ol

WAYAINNMIWLN @ Protection level HENanad
A v o fu s N
508 ¢ FuRusiUI U WALz I RLUELA NN
WeNGY Duncan. 39fvne WrenuaanyhiuUSnnees

“ a4 LA

1-(1-0) 1-1 %38 Error rate Laqa@ﬂ@ | PIMRALTAY
WRBUWBUageiwRauMen 1 I @ = 2,.k) M3
PSuiRsumuimn@aiagyilinun azldnuansuuen
deesivisddymisiifivasaiadenSeoyTaiv
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LLG}'%WUmwwm’wmﬁ'aﬁgmm’umammﬁumamw
(Milton. 1992)

43m3989 Duncan. Undl¥lunsdingusnached
anehii dasn |edneUsulssensnan Eldunsdings
dhathsfimna lsivihwsen Duncan - Kramer method
(1957)

FhwamAemeilasl$ismeses Duncan. whey
Weuniuisn139e9 Fisher's LSD, Tukey’'s HSD Wag
Newman-Keul's SNK agnuMuamsiSeufieuanuuen



shawAETEgmaAse09 Duncan. kamdeuiAs LsD
wae SNK snnni133ms HSD wasfidnwnalumsvesay
NN (Ott. 1993)

6. 3an138u 0

6.1 Tunsdiszmnnssiensuissnelaivii
fenl#iBmaas Howell (1976) Gsnsnanenuga FWE
' goehawmsnzan aeholsfemnannsanmunseBsmaiianailst
FWE Sensnnniidnsiosanenuaavhiifmmaly 5w
Ussmnafienswsyuhiiu wasnguénatsdawmeidn
AN 50 @ FWE agdleniiu .05 idnviaadwdu 07 (Myers,
Well and Lorch. 2010) v3athamauystsussansls
Whitu uaznguenoensfizwaiosnd) 6 ¢ FWE flazdlen
snnheuaavhidntios fivhdanafaeiansues Howell
(1976) S8R lummareLgInITIEaW 7

TsunssgniSagudnniadid (spss) Iemueisms
EELANLANGsFRALSInaa I lunsitseannsd
amaulssaushariul} 4 35 Ao Tamhane's and Howell,
laeA5m3909 Tamhane's T2, femsoyinseauthann
&35 Dunnett’s T3, Dunnett’ C Uag Uaz C M3anaAILaN
amsAeaatsznnd 1 186ann uagiinsues Howell &
éwmamiw@ﬂaumnﬁ'fg@ (Fidell. 2007)

6.2 nadingudnathsdimna lawhi usawne
wene9kaisnniin fenld3sn1saas Hochberg's GT,
WY Gabrieli's procedure Iﬂaa%mad Gabriel. f8wa
lumanagougs Hawangadiotauanasiusnn
usenasL sz iuldismses Hochberg's
procedure (Field. 2009)

6.3 N3dinguenoEheRimnawhiU uenan1Fs
MILIBFINENHILEY &30 1F35M3799 Ryan, Einot,
Gabriel and Welsch Q procedure (REGWQ) %ammim
MUAN FWE (6 uazilensnnanismeasaugs (Field. 2009)
Howell. (2007) uweii iAo 1435209 FEGWQ uwnnumsld
33909 SNK uay Tukey's HSD wmufhidsmsnissmna
miwmaumﬂﬁqm WREEINIAILAN FWE e
woavhiirvma s
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a9l
Elumimaa‘umwLmﬂ@mmmﬁmwﬁ PAINT
a 12 a 6 a o
wmaauam@;ﬁswﬂmﬂ%mﬂmiwwmmuﬂiﬂsmma
ndymeaidtinideasdandanismsfimmzanluns
A6 Familywise error rate (FWE) 611%3‘3@'1@@%4‘1%@11
Laanh w%aizé’uﬁyﬁwﬁzym@ﬁﬁ@ﬁﬁmm\mumﬁ PN
A o aa YN ¢ | Ay o
AL Beinaddenaesleniensiiasnun Ailase
2 1UsEMsNinansznudaeaNNNeNaIe (Overall error
A an %
rate) fio anduiisiugrasanaudsivulssnns
(Heterogeneity of variance) #3amsianausUsin
Usannslsivhiiu uamafiasnenguéoeha i o
KR v aa (% 1 A aa
AWFMNITMIMIUAN FWE 6anan Tumydanizmsle
Tinideasdaaiforismafienuen FWE |dathamsnzan
WaATMTIUSS WA lumMmeday (Power of the test)
e
U
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