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ABSTRACT 
 The objectives of this study were to propose the estimation method for the mode of Inverse 
Gaussian distribution with missing values and to compare three estimation methods for the mode. Those 
methods were the simple method, the adjusted mode method with the constant term ( n  + 1) / n , and the 

adjusted mode method with the constant term ( n  + 2) / n , using the absolute bias (|Bias|) and the mean 
square errors (MSE) of estimation value. The sample sizes ( n ) were equal to 20, 40, 60, 80, and 100 whereas 
the parameter µ  was 1, the parameters λ  were 1, 3, 5, 10, 15, 
 and 20 and the percentages of missing values ( p ) were 5% and 10%. This study used the Monte 
Carlo simulation method. The experiment was repeated 10,000 times for each condition.  
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 The results of the study revealed that the estimation method for the mode using the adjusted mode 

method with the constant term ( n  + 2) / n   resulted in the lowest values of the absolute bias (|Bias|) and 
the mean square errors (MSE) in all conditions. The next effective methods were the adjusted mode method 
with the constant term ( n  + 1) / n  and the simple method respectively. 
 Keywords : Monte Carlo Simulation, Mode, Inverse Gaussian Distribution, Missing Values 
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 ���QR�QRCL�� I�L�H� I���H I S� 	� (Inverse 
Gaussian distribution) I�o����QR�QRC��@� C����[ ���
��G	F�DH`�T����pV��DN�Ca I�N� �����I���G�H�����FT� 
�pV��WT��������	� LF��
U��?��D�H LFDF��	����	� Q
G
����I�K�LEKLqWTPLCb
�D
�MrH  I�o�DT� (Cohen and 
Whitten, 1988 : 77) ZW	�������R�	�
�	�N�������`R?@�A�
I���	�������QR�QRCW�C�
N�� L��� Halphen, Tweedie, 
Wald Q 
 G  Wasan, Chhikara, Folks, Seshadri, 
Cohen Q 
 G  Jorgenson I �o � DT �  (Balakrisnan and 
Chen, 1997 : 1) ypC�H����������Q�N�PLC�����N�RG
I�o� (Probability density function) PLC���QR�QRCL��
I�L�H�I���HIS�	� IP�	�qWTW�C��B (Krishnamoorthy, 2006 : 
281) 
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 W�C��B� `����?@�A����BC��BR@CI��L���������G��M
�N�O����	�PLC���QR�QRCL��I�L�H�I���HIS�	� I�K�LPTL�U

���N��UV��	 Q
GI���	�I��	����������G��M�N�O����	� 3 
���� �KL 1) ����L	N�CCN�	 2) ���������N�O����	�WT�	I�L�
�N��C��� ( n  + 1) / n  Q
G 3) ���������N�O����	�WT�	I�L� 
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�[�
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����B�" 1 �N�����IL�IL�	C����U�MH (|Bias|) Q
G�N��
�WI�
K�L��[�
�C�LCI�
��	 (MSE) PLC�N���G��MO����	�PLC���QR�
QRCL��I�L�H�I���HIS�	� I�K�Lµ  I�N���� 1 Q
G p = 0.05 

n  λ  
Bias  MSE  

���� S  ���� 
1

C  ���� 
2

C  ���� S  ���� 
1

C  ���� 
2

C  

20 1 0.1300 0.1214 0.1127* 0.0181 0.0161 0.0142* 
 3 0.3697 0.3573 0.3449* 0.1378 0.1288 0.1202* 
 5 0.4725 0.4589 0.4453* 0.2240 0.2114 0.1992* 
 10 0.5694 0.5548 0.5402* 0.3247 0.3083 0.2924* 
 15 0.6056 0.5906 0.5757* 0.3671 0.3492 0.3318* 
 20 0.6243 0.6091 0.5940* 0.3900 0.3713 0.3531* 

40 1 0.1356 0.1315 0.1273* 0.0190 0.0179 0.0168* 
 3 0.3762 0.3702 0.3641* 0.1420 0.1375 0.1331* 
 5 0.4788 0.4722 0.4655* 0.2296 0.2233 0.2171* 
 10 0.5756 0.5684 0.5613* 0.3315 0.3233 0.3153* 
 15 0.6118 0.6045 0.5972* 0.3745 0.3656 0.3568* 
 20 0.6308 0.6234 0.6160* 0.3981 0.3888 0.3796* 

60 1 0.1371 0.1343 0.1315* 0.0192 0.0184 0.0177* 
 3 0.3781 0.3741 0.3701* 0.1433 0.1403 0.1373* 
 5 0.4809 0.4765 0.4722* 0.2315 0.2273 0.2232* 
 10 0.5778 0.5731 0.5684* 0.3340 0.3286 0.3232* 
 15 0.6141 0.6093 0.6044* 0.3773 0.3713 0.3654* 
 20 0.6330 0.6281 0.6232* 0.4008 0.3946 0.3885* 

80 1 0.1379 0.1359 0.1338* 0.0193 0.0187 0.0182* 
 3 0.3790 0.3760 0.3730* 0.1438 0.1416 0.1394* 
 5 0.4819 0.4787 0.4754* 0.2324 0.2293 0.2262* 
 10 0.5787 0.5752 0.5717* 0.3350 0.3310 0.3269* 
 15 0.6151 0.6114 0.6078* 0.3784 0.3739 0.3695* 
 20 0.6340 0.6304 0.6267* 0.4021 0.3974 0.3928* 

100 1 0.1387 0.1370 0.1354* 0.0194 0.0190 0.0186* 
 3 0.3797 0.3774 0.3750* 0.1444 0.1426 0.1408* 
 5 0.4827 0.4800 0.4774* 0.2331 0.2306 0.2281* 
 10 0.5795 0.5767 0.5739* 0.3359 0.3327 0.3294* 
 15 0.6158 0.6129 0.6100* 0.3792 0.3757 0.3721* 
 20 0.6346 0.6317 0.6288* 0.4028 0.3991 0.3954* 

 

* ���	E@C ���������G��M�N����`�T�N� Bias  D�[�����FW ��KL�N� MSE  D�[�����FW 
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����B�" 2 �N�����IL�IL�	C����U�MH ( Bias ) Q
G�N��
�WI�
K�L��[�
�C�LCI�
��	 ( MSE ) PLC�N���G��MO����	�PLC
���QR�QRCL��I�L�H�I���HIS�	� I�K�Lµ  I�N���� 1 Q
G p = 0.10 

n  λ  
Bias  MSE  

���� S  ���� 
1

C  ���� 
2

C  ���� S  ���� 
1

C  ���� 
2

C  

20 1 0.1296 0.1209 0.1122* 0.0182 0.0161 0.0143* 
 3 0.3702 0.3578 0.3454* 0.1381 0.1292 0.1206* 
 5 0.4726 0.4590 0.4454* 0.2242 0.2116 0.1994* 
 10 0.5687 0.5540 0.5394* 0.3239 0.3075 0.2916* 
 15 0.6052 0.5902 0.5752* 0.3666 0.3487 0.3313* 
 20 0.6244 0.6092 0.5940* 0.3901 0.3714 0.3532* 

40 1 0.1355 0.1313 0.1271* 0.0190 0.0179 0.0168* 
 3 0.3760 0.3699 0.3639* 0.1419 0.1374 0.1330* 
 5 0.4785 0.4719 0.4652* 0.2294 0.2231 0.2169* 
 10 0.5754 0.5683 0.5612* 0.3314 0.3232 0.3152* 
 15 0.6121 0.6048 0.5974* 0.3748 0.3659 0.3571* 
 20 0.6309 0.6235 0.6160* 0.3982 0.3889 0.3797* 

60 1 0.1371 0.1343 0.1316* 0.0192 0.0185 0.0178* 
 3 0.3781 0.3741 0.3701* 0.1433 0.1403 0.1373* 
 5 0.4810 0.4766 0.4722* 0.2316 0.2274 0.2233* 
 10 0.5776 0.5729 0.5682* 0.3338 0.3284 0.3230* 
 15 0.6139 0.6090 0.6042* 0.3770 0.3710 0.3652* 
 20 0.6329 0.6280 0.6231* 0.4007 0.3945 0.3883* 

80 1 0.1380 0.1359 0.1338* 0.0193 0.0188 0.0182* 
 3 0.3792 0.3762 0.3732* 0.1441 0.1418 0.1396* 
 5 0.4820 0.4788 0.4755* 0.2326 0.2294 0.2263* 
 10 0.5787 0.5751 0.5716* 0.3350 0.3309 0.3269* 
 15 0.6150 0.6114 0.6077* 0.3783 0.3738 0.3694* 
 20 0.6338 0.6302 0.6265* 0.4018 0.3972 0.3925* 

100 1 0.1385 0.1369 0.1352* 0.0194 0.0190 0.0185* 
 3 0.3797 0.3773 0.3750* 0.1444 0.1426 0.1408* 
 5 0.4826 0.4800 0.4773* 0.2330 0.2305 0.2280* 
 10 0.5794 0.5766 0.5737* 0.3358 0.3325 0.3293* 
 15 0.6158 0.6129 0.6100* 0.3792 0.3757 0.3721* 
 20 0.6346 0.6317 0.6288* 0.4028 0.3991 0.3954* 

 

* ���	E@C ���������G��M�N����`�T�N� Bias  D�[�����FW ��KL�N� MSE  D�[�����FW 
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