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The use of artificial intelligence in law enforcement: the scope of ethics
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Abstract

This research aims to study: 1. the scope of artificial intelligence use in law enforcement;
2. ethical issues and accountability principles in its use; and 3. the potential impact on human
rights in the justice system. It is a qualitative study with a key informant of 10 experts in law,
artificial intelligence, and human rights. Data were collected through document review, in-depth
interviews, and field observations. The analysis involved content analysis and thematic analysis,
with data quality verified through triangulation and member checks, all conducted under research
ethics principles, to reflect perspectives on the application of Al in the justice process.

Research findings indicate that the use of artificial intelligence (Al) in law enforcement has
a broad scope, covering surveillance, crime data analysis, and risk area prediction, which helps
improve the efficiency and speed of officers' operations. However, significant ethical issues have
been identified, such as algorithmic bias, transparency in decision- making processes, and
accountability when system errors occur, affecting human rights, particularly privacy rights and the
right to a fair justice process. Therefore, the use of Al in the public sector should be guided by
principles of ethics, transparency, and oversight mechanisms to prevent rights violations and build

public trust.
Keywords: Artificial Intelligence, Law Enforcement, Ethics, Human Rights, Digital Technology
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