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ABSTRACT

	 The objective of this study was to classify the type of noise present in a Computed  
Radiography (CR) image by the J48 algorithm. A TOR CDR radiography phantom was  
supposed to represent a patient. The process of the study started with the refinement  
of the CR image of the phantom by replacing the color in entire area having similar  
color with the average color. This refined image was assumed to be the originally noise  
free image. The instances used in the J48 algorithm were created by overlaying 100  
samples of each of three types of noise, Gaussian, Poisson and impulse, to the original  
image. Here, Mean, Standard Deviation (SD), Mean Square Error (MSE) and Peak  
Signal to Noise Ratio (PSNR) were features extracted from the instances and it was  
found that a combination of using Mean and PSNR as considering features showed  
the best performance in noise classification. Then the training and testing data set was  
constructed by overlaying 300 samples of each type of noise to the original image. The  
obtained model was evaluated, which had 94.22% correctness, 7 levels, 28 nodes and  
15 decision tree rules for noise type classification. As a result, this model classified  
the CR image noise to be of Poisson type.	
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บทน�ำ
	 ขัน้ตอนการประมวลผลภาพ (Image Processing) ของภาพเอกซเรย์ซีอาร์ (Computed Radiography:  

CR) อาจจะมีสัญญาณรบกวน (Noise) ปะปนมากับภาพ และสัญญาณรบกวนนี้จะไปลดคุณภาพของ 

ภาพเอกซเรย์ (Bushberg et al., 2002) ซึง่บางครัง้สญัญาณรบกวนอาจท�ำให้สญูเสยีรายละเอยีดของภาพ  

จนท�ำให้เกดิการแปลผลจากภาพไม่ตรงตามความเป็นจรงิ การวเิคราะห์สัญญาณรบกวน เพือ่ให้รูช้นดิของ 

สญัญาณรบกวนท่ีถกูต้อง จะท�ำให้สามารถใช้วธีิการลดสญัญาณรบกวนในภาพเอกซเรย์ได้ถกูต้องและ 

เหมาะสม เพือ่ให้ได้ภาพเอกซเรย์ท่ีมีสัญญาณรบกวนน้อยทีสุ่ด ซ่ึงจะท�ำให้สามารถวนิิจฉัยโดยรงัสีแพทย์ 

ได้อย่างถูกต้องและแม่นย�ำ เพือ่เป็นประโยชน์ในการรกัษาผูป่้วย การศึกษาการก�ำหนดชนิดของสัญญาณ 

รบกวนในภาพ จ�ำเป็นจะต้องมภีาพตัวอย่างท่ีทราบชนดิสัญญาณรบกวนท่ีแน่นอนและถกูต้อง โดยการ 

ใช้เทคนิคของ Machine Learning ให้มีการรู้จ�ำและสามารถสร้างแบบจ�ำลอง (Model) เพื่อใช้ส�ำหรับ 

การจ�ำแนก (Classification) สัญญาณรบกวนแต่ละชนิดได้

วรรณกรรมที่เกี่ยวข้อง
	 สญัญาณรบกวนแบบเกาส์เซียน (Gaussian) ซ่ึงมลีกัษณะการแจกแจงสัญญาณรบกวนเป็นไปตาม 

รปูแบบฟังก์ชนัความหนาแน่นของความน่าจะเป็น (Probability Density Function: PDF) ของเกาส์เซยีน  

และรูปแบบของสัญญาณรบกวนแบบเกาส์เซียนมีลักษณะของรูปสัญญาณคล้ายระฆังค�่ำ (Gonzalez  

and Woods, 1992) แสดงดังสมการ (1) 

				    	 (1)

บทคัดย่อ

	 การศึกษานี้มีวัตถุประสงค์เพื่อจ�ำแนกแบบชนิดสัญญาณรบกวนที่ปรากฏในภาพเอกซเรย์ซีอาร์โดยใช้ขั้นตอนวิธี เจ 48  

ในการศึกษาใช้แฟนทอมชนิดทโีออาร์ ซีดีอาร์เป็นตัวแทนของผูป่้วยและปรบัแต่งภาพถ่ายเอกซเรย์ของแฟนทอมดังกล่าวด้วยการ 

แก้ไขสีบรเิวณท่ีพจิารณาว่าควรมีสีเหมือนกนัให้เป็นสทีีมี่ค่าเท่ากบัค่าเฉลีย่ของสใีนบรเิวณน้ัน เพือ่ใช้เป็นภาพต้นฉบับทีส่มมติว่า 

ไม่มีสัญญาณรบกวน หลงัจากทีไ่ด้ภาพต้นฉบบัส�ำหรบัใช้ศึกษาแล้ว ขัน้ตอนถดัไปคือสร้างกรณตัีวอย่าง ด้วยการเติมสญัญาณรบกวน 

แต่ละแบบชนิด คือ เกาส์เซยีน ปัวซง และอมิพลัส์ ท่ีมีพารามิเตอร์จากการสุม่ท่ีแตกต่างกันแบบชนิดละ 100 กรณี ลงในภาพต้นฉบบั  

และสกัดคุณลักษณะเฉพาะ ได้แก่ ค่าเฉลี่ย ค่าเบี่ยงเบนมาตรฐาน ค่าคลาดเคลื่อนก�ำลังสองเฉลี่ย และค่าพีคซิกแนลทูนอยส์เรโช  

ข้ันตอนต่อไปท�ำการเลือกคุณลักษณะเฉพาะที่ให้ประสิทธิภาพสูงที่สุดในการจ�ำแนกสัญญาณรบกวน โดยในที่นี้พบว่าการ 

ใช้คุณลักษณะค่าเฉล่ียควบคู่กับค่าพีคซิกแนลทูนอยส์เรโชให้ประสิทธิภาพสูงท่ีสุด หลังจากนั้นท�ำการสร้างแบบจ�ำลองโดยใช้ 

คณุลกัษณะดังกล่าวด้วยการเติมสัญญาณรบกวนท้ังสามแบบชนิดท่ีมีพารามิเตอร์จากการสุม่ท่ีแตกต่างกนัแบบชนดิละ 300 กรณี  

ลงในภาพต้นฉบับและประเมินแบบจ�ำลอง โดยแบบจ�ำลองที่ได้มีค่าความถูกต้องร้อยละ 94.22 ต้นไม้ที่ได้มี 7 ระดับ 28 บัพ และ 

การจ�ำแนกประเภทสัญญาณได้กฎของต้นไม้ตัดสนิใจจ�ำนวน 15 กฎ ขัน้ตอนสุดท้ายใช้แบบจ�ำลองจ�ำแนกสญัญาณรบกวนในภาพ 

ซีอาร์ ผลการศึกษาพบว่าแบบจ�ำลองดังกล่าวจ�ำแนกได้ว่าสัญญาณรบกวนในภาพซีอาร์ คือ สัญญาณรบกวนแบบปัวซง
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	 เมื่อ z คือ ค่าระดับความเข้มแสง, μ คือ ค่าเฉลี่ยทั้งหมดของ z, σ คือ ค่าเบี่ยงเบนมาตรฐาน σ2   

คือ ค่าความแปรปรวน (Gonzalez and Woods, 1992) การแจกแจงแบบเกาส์เซียน หรือมีอีกชื่อว่า  

การแจกแจงปกติ (Normal Distribution) เป็นหนึ่งในรูปแบบของการแจกแจงของสัญญาณรบกวน 

ที่พบได้ทั่วไปมากที่สุดในธรรมชาติ (Goodman, 2000) ซึ่งจ�ำนวนของกลุ่มตัวอย่างมีค่ามากขึ้นจะท�ำให ้

การแจกแจงใด ๆ มีแนวโน้มเข้าสู่การแจกแจงปกติ 

	 สัญญาณรบกวนเป็นปัจจัยหลักที่มีผลต่อคุณภาพของภาพเอกซเรย์ โดยสัญญาณรบกวนมาจาก 

ปรากฏการณ์สุ่มในการถ่ายภาพเอกซเรย์ ซ่ึงมีกระบวนการสุ่มหลายข้ันตอน มีหลายการศึกษาท่ีกล่าวไว้ว่า 

สัญญาณรบกวนที่เกิดขึ้นในภาพเอกซเรย์ส่วนมากจะเป็นสัญญาณรบกวนที่มีการแจกแจงแบบปัวซง  

(Papoulis, 1991; Bushberg et al., 2002) แสดงดังสมการ (2)

				    	 (2)
  

	 เมือ่ P(z) คือ การแจกแจงปัวซง, m คือ ค่าเฉลี่ยระดับความเข้มแสง และ z คือ จ�ำนวนของโฟตอน 

ท่ีตกกระทบหรือถูกดีเทคเตอร์ตรวจจับได้ การแจกแจงปัวซงจะมีรูปร่างท่ีข้ึนกับค่าเฉลี่ยเพียงค่าเดียว  

(Bushberg et al., 2002) การแจกแจงแบบน้ียังมปีระโยชน์ใช้กบัจ�ำนวนความส�ำเรจ็หรอืเหตุการณ์ทีส่นใจ 

เกิดขึ้นในช่วงเวลาใดเวลาหนึ่ง เช่น การเกิดสัญญาณรบกวนในภาพเอกซเรย์ 

	 สัญญาณรบกวนแบบอิมพัลส์ (Impulse Noise) (Gonzalez and Woods, 1992) เป็นสัญญาณ 

ท่ีสามารถเกิดข้ึนได้จากหลายสาเหตุ เช่น การตรวจจับจุดภาพในกล้องท่ีเสียหาย การบันทึกต�ำแหน่ง 

ผดิพลาดในหน่วยความจ�ำ การส่งผ่านข้อมูลในช่องทีมี่สัญญาณรบกวน ความผดิพลาดของการก�ำหนด 

เวลาในการแปลงสัญญาณจากอนาล็อกเป็นดิจิทัล สัญญาณประเภทนี้เป็นสัญญาณรบกวนท่ีปรากฏ 

กระจายอยู่บนจุดภาพของภาพเป็นจุด ๆ ทั่วไป โดยจะเปลี่ยนค่าความเข้มของจุดภาพที่ต�ำแหน่งหนึ่ง ๆ  

ให้มีค่าความแตกต่างไปจากจุดภาพข้างเคยีง ซ่ึงค่าความเข้มท่ีจ�ำลองจะมีลกัษณะความเข้มสขีาวและด�ำ  

หรือเรียกว่าสัญญาณรบกวนแบบเกลือและพริกไทย (Salt and Pepper Noise) มีลักษณะการกระจาย 

ข้อมูลของสัญญาณรบกวนเป็นไปตามรูปแบบฟังก์ชันความหนาแน่นของความน่าจะเป็น แสดงได้ดัง 

สมการ (3)

				    	 (3)                                                    

	 เมือ่ z  แทนระดับความเข้มแสง ในทีน้ี่ก�ำหนดให้ b > a  ถ้า z = b จะปรากฏเป็นจสีุขาว และ z = a 
จะปรากฏเป็นจุดสีด�ำ

	 แบบจ�ำลองของกระบวนการเติมสัญญาณรบกวน η(x, y) ในภาพต้นฉบับ (Original Image)  

f(x, y) ได้เป็นภาพที่มีสัญญาณรบกวน g(x, y) แสดงดังภาพที่ 1

_17-(083-096)5.indd   85 12/20/60 BE   2:41 PM



86 การก�ำหนดสัญญาณรบกวนในภาพเอกซเรย์ซีอาร์โดยขั้นตอนวิธีเจ 48

 

ภาพที่ 1 แบบจ�ำลองของกระบวนการเติมสัญญาณรบกวนในภาพต้นฉบับ

	 ค่าคลาดเคลือ่นก�ำลงัสองเฉลีย่ (Mean Square Error: MSE) คือ ผลรวมของผลต่างของภาพต้นฉบับ 

กบัภาพท่ีมีสัญญาณรบกวน (ค่าความเข้มแสงท่ีจุดพกิดัตรงกนัของภาพทัง้สอง) ยกก�ำลงัสอง แล้วหารด้วย 

ขนาดของภาพ ค�ำนวณได้ ดังสมการ (4)

				    	 (4)

	 เม่ือ xij คอื ค่าความเข้มแสงของภาพต้นฉบับ uij คอื ค่าความเข้มแสงของภาพทีมี่สัญญาณรบกวน  

(Pizurica and Philips, 2006) (i, j) คือ ต�ำแหน่งของจุดภาพ และ M × N คือ ขนาดของภาพ

	 ค่าพคีซกิแนลทนูอยส์เรโช (Peak Signal to Noise Ratio: PSNR) (Portilla, 2003) การศึกษาในครัง้นี้ 

ศึกษาภาพสเกลสีเทา (Grey Scale) 8 bit มีระดับความเข้มแสง 0 – 255 (โดย 0 หมายถึงสีด�ำ และ 255  

หมายถึงสีขาว) สามารถค�ำนวณได้ ดังสมการ (5)

				    	 (5)

	 การจ�ำแนกประเภทเป็นเทคนิคท่ีจ�ำแนกกลุ่มข้อมูลด้วยคุณสมบัติต่าง ๆ โดยส�ำรวจรายการใน 

ฐานข้อมูลเพือ่แยกแยะให้อยูใ่นหมวดหมู่ท่ีได้ก�ำหนดไว้ก่อนล่วงหน้า ข้ันตอนการจ�ำแนกประเภทข้อมลู 

มีอยู ่สามข้ันตอน คือ ข้ันตอนแรกเป็นการสร้างแบบจ�ำลองทีอ่าศัยการเรยีนรูจ้ากการฝึกสอน โดยใช้ข้อมลู 

ฝึกสอน (Training Data) ข้ันตอนที่สอง คือ ข้ันตอนประเมินผลความถูกต้อง ซ่ึงเป็นข้ันตอนในการ 

ทดสอบความถูกต้องของแบบจ�ำลองที่ถูกสร้างข้ึน โดยใช้ข้อมูลทดสอบ (Test data) ขั้นตอนสุดท้าย 

เป็นข้ันตอนการจ�ำแนกประเภทข้อมูล เป็นข้ันตอนทีน่�ำเอาแบบจ�ำลองทีผ่่านการตรวจสอบความถกูต้อง 

มาใช้กบัข้อมูลทีไ่ม่ทราบมาก่อน (Unseen Data) เทคนคิต้นไม้การตัดสนิใจ (Decision Tree) ซึง่เป็นเทคนคิ 

ด้านปัญญาประดิษฐ์ (Artificial Intelligence: AI) ทีส่ามารถน�ำมาประยกุต์ใช้ในการจ�ำแนกประเภทของ 

ข้อมูล (Zeitouni and Chelghoum, 2001) เทคนคิต้นไม้การตัดสินใจเป็นการน�ำข้อมูลมาสร้างแบบจ�ำลอง  

การพยากรณ์ในรูปของต้นไม้การตัดสินใจ ซึ่งเป็นเทคนิคของ Machine learning โดยมีการเรียนรู้แบบ 

มีผู้สอน (Supervised Learning) คือ สามารถสร้างแบบจ�ำลองการจัดหมวดหมู่ได้จากกลุ่มตัวอย่างของ 

ข้อมูลที่ได้ก�ำหนดไว้ก่อนล่วงหน้า ที่เรียกว่าเซตการสอน (Training Set) ได้อัตโนมัติ จากนั้นจะท�ำการ 
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ทดสอบโดยใช้เซตทดสอบ (Test Set) และสามารถพยากรณ์กลุม่ของตัวอย่างท่ียงัไม่เคยน�ำมาจัดหมวดหมู่ 

หรือแยกประเภท ขั้นตอนวิธี (Algorithm) C4.5 (Quinlan, 1993) หรือ J48 (Implementation in Weka)  

(The University of Waikato, 2016) ซึ่งเป็นขั้นตอนวิธีที่ได้รับความนิยมและมีประสิทธิภาพสูงในการ 

สร้างต้นไม้การตัดสินใจ

	 จากการศึกษางานวจิยัของนักวชิาการด้านการจ�ำแนกสญัญาณรบกวนในภาพดิจิทัล พบว่ามีงานวจัิย 

หลายเรือ่งท่ีได้ใช้ข้ันตอนวธีิต่าง ๆ  เพือ่ใช้ในการจ�ำแนกสัญญาณรบกวน (Tiwari, Singh and Shukla, 2011;  

Karibasappa, Hiremath and Karibasappa, 2011; Pipariya and Agrawal, 2014) ซ่ึงสัญญาณรบกวน 

ในภาพดิจิทัลเกิดขึ้นมาจากหลายสาเหตุ (Bushberg et al., 2002; Sontakke and Kulkarni, 2015) และ 

สญัญาณรบกวนในภาพจะมีหลายชนิด เช่น สญัญาณรบกวนแบบเกาเซียน สญัญาณรบกวนแบบปัวซง  

สัญญาณรบกวนแบบอมิพลัส์ (Gonzalez and Woods, 1992; Bushberg et al., 2002) ฯลฯ สัญญาณรบกวน 

แต่ละชนิดจะมีคุณลักษณะที่แตกต่างกัน (Sontakke and Kulkarni, 2015; Boyat and Joshi, 2015) ซึ่งใช ้

คุณลักษณะที่แตกต่างกันนี้ ส�ำหรับการจ�ำแนกสัญญาณรบกวนในภาพดิจิทัล

	 วัตถุประสงค์ของการศึกษา คือ เพื่อจ�ำแนกสัญญาณรบกวนในภาพเอกซเรย์ซีอาร์โดยใช้ขั้นตอน 

วธีิ J48 โดยสร้างกรณตัีวอย่าง (Instance) ทีใ่ช้ในการฝึกสอนเพือ่สร้างแบบจ�ำลอง การประเมินผลความ 

ถูกต้อง และจ�ำแนกประเภทข้อมูล เพื่อจ�ำแนกสัญญาณรบกวนที่อยู่ในภาพเอกซเรย์ซีอาร์

 

ภาพที่ 2 การสร้างภาพเอกซเรย์

วิธีการด�ำเนินการวิจัย
	 ขัน้ตอนที ่1 สร้างภาพต้นฉบบัเพือ่ใช้ศกึษาในครัง้นี ้จากภาพที ่2 ท�ำการถ่ายภาพเอกซเรย์ โดยวาง  

Phantom (TOR CDR) (Leads Test Objects, 2016) ไว้ท่ีจุดกึง่กลางของแผ่นรบัสญัญาณภาพ หรอื Imaging  

Plate แล้วฉายเอกซเรย์ด้วยเครือ่งเอกซเรย์ (Toshiba KXO-50R) หลงัจากนัน้ น�ำ Imaging plate ไปแปลง 

สัญญาณให้เป็นภาพเอกซเรย์ ที่เครื่องซีอาร์ หรือ Computed Radiography; CR (FCR PROFECT) โดย 
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ขั้นตอนการประมวลผลภาพไม่ให้ผ่านซอฟต์แวร์การลดสัญญาณรบกวนของบริษัท หลังจากนั้นน�ำ 

ภาพเอกซเรย์ท่ีได้ไปสร้างเป็นภาพต้นฉบับ โดยใช้ซอฟท์แวร์ตกแต่งภาพ หรือ Retouching Software  

(ImageJ 1.47v) ท�ำการปรับภาพหลังการประมวลผลภาพ (Post Processing) ให้เป็นภาพที่มีมีสัญญาณ 

รบกวนน้อยท่ีสุด และสมมติให้ภาพต้นฉบับเป็นภาพท่ีไม่มีสญัญาณรบกวน โดยการใช้เครือ่งมือการเลอืก  

(Selection Tool) เพื่อเลือกพื้นที่ที่ต้องการ หลังจากน้ันค�ำนวณค่าเฉลี่ยเพื่อใช้เป็นตัวแทนระดับสีของ 

พื้นที่ที่เลือก หลังจากนั้นใช้เครื่องมือเทสี (Flood Fill Tool) เทสีให้บริเวณที่เลือกมีค่าระดับสีเท่ากับ 

ค่าเฉลี่ยของพื้นที่นั้น ท�ำแบบนี้จนครบทุกบริเวณของภาพ แสดงดังภาพที่ 3

 

ภาพที่ 3 การสร้างภาพต้นฉบับโดยการ Retouch ภาพ

	 ขั้นตอนที่ 2 การสกัดคุณลักษณะเฉพาะ (Feature Extraction) ของภาพเอกซเรย์ที่ท�ำการเติม 

สัญญาณรบกวนที่ทราบชนิด (Known-noise) ในภาพต้นฉบับ การศึกษาในครั้งนี้เติมสัญญาณรบกวน  

3 ชนิด ในภาพต้นฉบบั ได้แก่ สัญญาณรบกวนแบบเกาส์เซยีน ปัวซง และอมิพลัส์ ซ่ึงเป็นสญัญาณรบกวน 

ที่มีโอกาสจะเกิดขึ้นได้ในภาพเอกซเรย์ซีอาร์ (Gravel, Beaudoin and De Guise, 2004) ส�ำหรับสัญญาณ 

รบกวนเกาส์เซยีนท�ำการแปรผนัสัญญาณรบกวนตามค่าความแปรปรวน (Variance) โดยการสุม่ค่าในช่วง  

0.000001-0.000251 จ�ำนวน 100 ค่า ส�ำหรับสัญญาณรบกวนปัวซง ท�ำการแปรผันสัญญาณรบกวน 

ตามค่า Scale โดยการสุ่มค่าในช่วง 10000000-2450000000 จ�ำนวน 100 ค่า และ เติมสัญญาณรบกวน 

อิมพัลส์ โดยแปรผันสัญญาณรบกวนตามค่า Noise Density โดยการสุ่มค่าในช่วง 0.0001-0.006 จ�ำนวน  

100 ค่า แสดงดังภาพที่ (4ก – ค) ตามล�ำดับ การเติมสัญญาณรบกวนและการสกัดคุณลักษณะเฉพาะ 

ใช้ค�ำสั่งใน MATLAB R2012a (MathWorks, 2012) 
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ภาพที่ 4 ภาพต้นฉบับถูกเติมสัญญาณรบกวน

	 การสกดัคุณลกัษณะเฉพาะจากภาพเอกซเรย์ซีอาร์ทีเ่ติมสญัญาณรบกวนทีท่ราบชนดิ ได้แก่ Mean,  

SD, MSE และ PSNR แสดงดังภาพที่ 5

 

ภาพที่ 5 สกัดคุณลักษณะเฉพาะจากภาพเอกซเรย์ที่ถูกเติมสัญญาณรบกวนที่ทราบชนิด

	 หลังจากนั้นท�ำ Feature selection ใช้ขั้นตอนวิธี J48 โดย Validation Technique คือ 10-Fold Cross  

Validation เพื่อเลือกเซตของ Feature ที่มีผลกับการสร้างแบบจ�ำลองมากที่สุด 

	 ขัน้ตอนที ่3 การสร้างแบบจ�ำลองส�ำหรบัการจ�ำแนกสัญญาณรบกวน โดยท�ำการสร้างกรณตัีวย่าง  

หรอื Instance  ข้ึนมาจากภาพต้นฉบับทีเ่ติมสัญญาณรบกวนทีท่ราบชนิดโดยสัญญาณรบกวนเกาส์เซียน  

จ�ำนวน 300 instances ปัวซง จ�ำนวน 300 instances และอิมพัลส์ จ�ำนวน 300 instances แล้วท�ำการสกัด 

คุณลักษณะตามเซตที่ได้จาก Feature selection หลังจากนั้นน�ำไปสร้างแบบจ�ำลองโดยขั้นตอนวิธี J48 
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	 ขั้นตอนที่ 4 การประเมินผล (Evaluation) ส�ำหรับการประมาณค่าประสิทธิภาพ (Performance  

Estimator) ของแบบจ�ำลอง โดยใช้ Dataset ที่ได้จากการสร้าง Instance ในขั้นตอนที่ 3 ใช้เทคนิคการ 

ตรวจสอบ k-Fold Cross Validation โดยมี Training Set = k-1 มี Test set = 1 และเวลาในการ Validate = k  

ครั้ง เพื่อใช้ในการจัดหมวดหมู่ แสดงดังภาพที่ 7 

 

ภาพที่ 7 เทคนิคการประมาณค่าประสิทธิภาพของแบบจ�ำลอง

	 ผลลัพธ์ที่ได้จะถูกประเมินค่าจากการใช้แบบจ�ำลองด้วยค่า Precision, Recall และ F-Measure 

ตารางที่ 1 	การประเมินค่าของผลลัพธ์จากการใช้แบบจ�ำลอง

Data retrieved (+) Data not retrieved (-)

Relevant data (+) TP FP

Irrelevant data (-) FN TN

TP = True Positive, FP = False Positive, FN = False Negative, TN = True Negative

 				    	 (6)

				    	 (7)

	

				    	 (8)
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	 ขั้นตอนท่ี 5 การใช้งานแบบจ�ำลอง (Model Usage) แสดงดังภาพที่ 8 ส�ำหรับ Unseen data  

การศึกษาครัง้นีต้้องการทราบชนดิของสญัญาณรบกวนท่ีอยูใ่นภาพเอกซเรย์ซีอาร์ ภาพ Unseen data ได้จาก 

การถ่ายภาพเอกซเรย์ TOR CDR phantom โดยขั้นตอนการประมวลผลภาพด้วย CR reader ไม่ให้ผ่าน 

ซอฟต์แวร์การลดสัญญาณรบกวนของบริษัท ได้เป็นภาพเอกซเรย์ซีอาร์ที่มีสัญญาณรบกวนผสมอยู่  

หลังจากนั้นน�ำภาพไปจ�ำแนกประเภทจากแบบจ�ำลองที่ได้ เพื่อระบุชนิดสัญญาณรบกวน 

 

ภาพที่ 8 การใช้งานแบบจ�ำลอง

ผลการทดลองและการอภิปรายผล
	 ภาพเอกซเรย์ซีอาร์ท่ีได้จากการประมวลโดย CR reader เป็นภาพสเกลสีเทา 10 bit มีระดับ 

ความเข้มแสง 0 – 1023 แต่การศึกษาในครัง้นี ้ใช้ตารางค้นหา (Look-Up Table) ท�ำการปรบัให้เป็นภาพ 8 bit  

มีระดับความเข้มแสง 0 – 255 ภาพเอกซเรย์ซอีาร์เป็นภาพทีม่สีญัญาณรบกวนผสมอยู ่พบว่ามีค่า SD = 13.675  

และภาพต้นฉบับที่ได้ท�ำการปรับให้มีสัญญาณรบกวนลดลง มีค่า SD = 12.892 แสดงดังภาพที่ 9

 

ภาพที่ 9 ก ภาพเอกซเรย์ซีอาร์ และ ข ภาพต้นฉบับ

 

	 คณุลักษณะเฉพาะหรอื Feature ท่ีได้จากการสกดัภาพต้นฉบับท่ีถกูเติมสัญญาณรบกวนเกาส์เซียน 

จ�ำนวน 100 ภาพ สัญญาณรบกวนปัวซง จ�ำนวน 100 ภาพ และภาพสัญญาณรบกวนอิมพัลส์ จ�ำนวน  

100 ภาพ แสดงรายละเอียด ดังตารางที่ 1
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ตารางที่ 1	 รายละเอียดการสกัด Feature

Feature Maximum Minimum Mean SD

Mean 18.463 17.766 17.870 0.103

SD 18.12 12.89 13.433 0.856

MSE 8.128 0.011 1.647 2.137

PSNR 67.747 39.031 50.704 7.339
Class = Gaussian (100), Poisson (100), Impulse (100)

	 การประเมินประสิทธิภาพ เพือ่เลอืก Feature ทีส่่งผลต่อเป้าหมายทีแ่ท้จรงิ หรอืมีค่าประสทิธิภาพ 

สูงท่ีสุด จากการใช้ข้ันตอนวิธี J48 โดย Validation Technique คือ 10-Fold Cross Validation ได้ 

ประสิทธิภาพของการ Feature Selection ได้เซตย่อยที่ประสิทธิภาพสูงท่ีสุดส�ำหรับจ�ำแนกสัญญาณ 

รบกวน คือ {Mean, PSNR} มีค่าประสิทธิภาพ = 91.00%  

ตารางที่ 2 	 คุณลักษณะเฉพาะที่ใช้ส�ำหรับสร้างแบบจ�ำลอง

Feature Maximum Minimum Mean SD

Mean 18.482 17.662 17.869 0.106

PSNR 67.747 38.991 50.624 7.280
Class = Gaussian (300), Poisson (300), Impulse (300)

	 จากตารางท่ี 2 Feature ถูกสกัดประกอบด้วย Mean และ SD ส�ำหรับสร้างแบบจ�ำลอง โดยมี  

2 Attributes ประกอบด้วย Mean, PSNR และ Class (Gaussian, Poisson, Impulse) เพื่อจ�ำแนกสัญญาณ 

รบกวนในภาพเอกซเรย์ซีอาร์

	 แบบจ�ำลองถูกสร้างด้วย Dataset ที่ประกอบด้วย Training data และ Testing data ใช้เทคนิค  

15-Fold Cross Validation โดยขั้นตอนวิธี J48 โดยมีความถูกต้อง (Correctness) 94.22% และค่าผลลัพธ ์

จากการประเมินแบบจ�ำลองโดยใช้เทคนิคต้นไม้การตัดสินใจ ตามขั้นตอนวิธี J48 แสดงผล ดังตาราง 6

ตารางที่ 3 	 การจ�ำแนกสัญญาณรบกวนในภาพเอกซเรย์ซีอาร์

Retrieved or Classified as (Gaussian) (Poisson) (Impulse) Test set Class weight

Gaussian 281 19 0 300 0.33

Poisson 31 269 0 300 0.33

Impulse 0 2 298 300 0.33

312 290 298 900
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	 จากตารางท่ี 3 แสดงผลการจ�ำแนกสัญญาณรบกวน โดยภาพท่ีมีสัญญาณรบกวนเกาส์เซียน สามารถ 

จ�ำแนกได้ถูกต้องว่าเป็นเกาส์เซียน 281 จาก 300 instances มีความผิดพลาด โดยจ�ำแนกเป็นปัวซง  

19 instances ภาพทีมี่สัญญาณรบกวนปัวซง สามารถจ�ำแนกได้ถกูต้องว่าเป็นปัวซง 269 จาก 300 instances  

มีความผิดพลาด โดยจ�ำแนกเป็นเกาส์เซียน 31 instances และภาพที่มีสัญญาณรบกวนอิมพัลส์ สามารถ 

จ�ำแนกได้ถูกต้อง 298 จาก 300 instances มีความผิดพลาด โดยจ�ำแนกเป็นปัวซง 2 instances และผล 

การประเมินการจ�ำแนกสัญญาณรบกวนในภาพเอกซเรย์ซีอาร์ แสดงผล ดังตาราง 4

ตารางที่ 4 	 การประเมินการจ�ำแนกสัญญาณรบกวนในภาพเอกซเรย์ซีอาร์

Precision Recall F-measure

Gaussian 0.90 0.94 0.98

Poisson 0.93 0.90 1.02

Impulse 1.00 0.99 1.01

	 แบบจ�ำลองส�ำหรับการจ�ำแนกสัญญาณรบกวนในภาพเอกซเรย์ซีอาร์ แสดงดังภาพที่ 10 ค่า 

ความถูกต้อง 94.22% ต้นไม้ท่ีได้มี 7 ระดับ (level) 28 บัพ (Node) และการจ�ำแนกประเภทสัญญาณ 

ได้กฎของต้นไม้ตัดสินใจจ�ำนวน 15 กฎ 

 

ภาพที่ 10 แบบจ�ำลองการจ�ำแนกโดยขั้นตอนวิธี J48 
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	 ภาพเอกซเรย์ซีอาร์ หรือ Unseen data เป็นภาพเอกซเรย์ซีอาร์ที่ไม่ถูกลดสัญญาณรบกวนจาก 

ซอฟต์แวร์ของบริษัทในขั้นตอนการประมวลผลภาพ มีค่า Mean = 17.947 และ PSNR = 30.0912 น�ำไป 

ทดสอบกับแบบจ�ำลองท่ีได้ สามารถจ�ำแนกได้ว่าเป็นสญัญาณรบกวนแบบปัวซง เป็นตามกฎ IF Mean >  

17.8338 & PSNR ≤ 48.7386 THEN Noise is Poisson

สรุปผลและงานวิจัยในอนาคต
	 จากการศึกษา ได้แบบจ�ำลองส�ำหรับจ�ำแนกสัญญาณรบกวนในภาพเอกซเรย์ซีอาร์โดยข้ันตอน 

วิธี J48 มีความถูกต้อง 94.22% ซึ่งมีค่าความถูกต้องที่สูงกว่าขั้นตอนวิธี Bayesian Network ที่มีความ 

ถูกต้อง 91.00% และขั้นตอนวิธี  Random Tree ซึ่งมีความถูกต้อง 92.67% เมื่อใช้เทคนิค 15-Fold Cross  

Validation เหมือนกนั การศกึษาในครัง้นีก้ารจ�ำแนกสัญญาณรบกวนในภาพเอกซเรย์ซีอาร์โดยข้ันตอน 

วิธี J48 สามารถจ�ำแนกได้ถูกต้องว่าเป็นสัญญาณเกาส์เซียน 93.67% ภาพที่มีสัญญาณรบกวนแบบ 

ปัวซงสามารถจ�ำแนกได้ถูกต้อง 89.67% และภาพที่มีสัญญาณรบกวนแบบอิมพัลส์ สามารถจ�ำแนก 

ได้ถูกต้อง 99.33% และเมื่อน�ำแบบจ�ำลองที่ได้ ไปจ�ำแนกสัญญาณรบกวนในภาพเอกซเรย์ซีอาร์ พบว่า 

สัญญาณรบกวนท่ีมีอยู่ในภาพเอกซเรย์ซีอาร์ คอื สัญญาณรบกวนแบบปัวซง เมือ่ทราบชนดิของสัญญาณ 

รบกวนในภาพเอกซเรย์ซีอาร์แล้ว ดังนั้นก็สามารถประยุกต์ข้ันตอนวิธีที่เหมาะสมกับการลดสัญญาณ 

รบกวนต่อไป

	 การศึกษาในครั้งน้ีศึกษาใน Phantom ท่ีใช้เป็นตัวแทนของผู้ป่วยและสมมติให้ภาพต้นฉบับเป็น 

ภาพที่ไม่มีสัญญาณรบกวนโดยท�ำการปรับภาพให้มีสัญญาณรบกวนน้อยที่สุดจากการ Post processing  

ซ่ึงไม่สามารถท�ำกับภาพเอกซเรย์ผูป่้วยจรงิได้ และการศึกษาในครัง้นีส้ามารถใช้เป็นต้นแบบเพือ่ประยกุต์ 

ใช้งานส�ำหรบัจ�ำแนกสัญญาณรบกวนชนดิต่าง ๆ  ท่ีอยูใ่นภาพ Gray scale สามารถเพิม่ชนดิของสัญญาณ 

รบกวนมากกว่า 3 ชนิด เช่น สัญญาณรบกวน Gamma, Uniform, Rayleigh, Exponential ฯลฯ หรือใช้ 

ขั้นตอนวิธีอื่น ๆ เพื่อจ�ำแนกสัญญาณรบกวน เช่น Artificial Neural Network หรือ Naïve Bayes 
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