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การจ�ำลองข้อมลูด้วยวธิมีอนตคิาร์โลโดยใช้ LISREL ส�ำหรับการวเิคราะห์
โมเดลสมการโครงสร้างแบบไม่เป็นเส้นตรง	

MONTE CARLO SIMULATION USING LISREL FOR ANALYZING NONLINEAR STRUCTURAL EQUATION 

MODELING

บทคัดย่อ
	 โมเดลสมการโครงสร้างน�ำมาใช้ในงานวจิยัพฤตกิรรมและสงัคมศาสตร์กนัอย่างแพร่หลายทัง้ทีเ่ป็นโมเดลสมการโครงสร้าง

แบบเป็นเส้นตรงและโมเดลสมการโครงสร้างแบบไม่เป็นเส้นตรง ซ่ึงโมเดลสมการโครงสร้างแบบไม่เป็นเส้นตรงน�ำมาใช้ในช่วงไม่กี่

ทศวรรษท่ีผ่านมาในงานวิจัยต่างประเทศ การจ�ำลองข้อมูลด้วยวิธีมอนติคาร์โลในการวิเคราะห์โมเดลสมการโครงสร้างแบบไม่เป็น

เส้นตรงมหีลายวธิภีายใต้เงือ่นไขแตกต่างกันออกไป ในการวเิคราะห์มขีัน้ตอนหลกัดงันี ้1) การสร้างโมเดลและก�ำหนดพารามเิตอร์ที่

นกัวจิยัสนใจทีจ่ะศกึษา 2) การจ�ำลองข้อมลูเพือ่ให้ได้ชดุของข้อมลูส�ำหรบัน�ำไปวเิคราะห์ และ 3) ค�ำนวณพารามเิตอร์ด้วยสถติต่ิางๆ 

การจ�ำลองข้อมลูด้วยวธิมีอนตคิาร์โลมปีระโยชน์ส�ำหรบัการประมาณค่าพารามเิตอร์ในโมเดลทีม่ซีบัซ้อน ข้อมลูทีม่จี�ำนวนมาก และ

โมเดลแบบไม่เป็นเส้นตรงมีการพัฒนาค�ำสั่งเฉพาะในหลายโปรแกรม เช่น Mplus, LISREL, Visual-PLS, R software package 

เป็นต้น ซึ่งในบทความนี้น�ำเสนอรายละเอียดเฉพาะวิธีการจ�ำลองข้อมูลด้วยวิธีมอนติคาร์โลในการวิเคราะห์โมเดลสมการโครงสร้าง

แบบไม่เป็นเส้นตรงโดยใช้โปรแกรม LISREL แม้ว่าเป็นวิธีการวิเคราะห์ท่ียากและซับซ้อน แต่ไม่ใช่เหตุผลท่ีจะน�ำไปสู่การจ�ำกัด

การพัฒนาองค์ความรู้โดยจะน�ำเสนอเพื่อให้มีการน�ำมาใช้ให้แพร่หลายและเป็นการขยายองค์ความรู้ให้กว้างขวางมากขึ้น	

ค�ำส�ำคัญ : การจ�ำลองข้อมูลด้วยวิธีมอนติคาร์โล โมเดลสมการโครงสร้างแบบไม่เป็นเส้นตรง

	

ABSTRACT
	 Structural equation modeling comprises both the linear structural equation modeling and the nonlinear 

structural equation modeling, both of which are widely applied in behavioral and social sciences.  The nonlinear 

structural equation modeling has been used in the last few decades in foreign research. Monte Carlo simulations 

are used to analyze nonlinear structural equation modeling in various conditions. The main steps in Monte Carlo 

simulations are as follows 1) Creating a parametric model, 2) generating a set of random inputs, and 3) analyzing 

the results using the various statistics. The Monte Carlo simulations are useful for estimating parameters in 

complex models, the large data, and nonlinear models. The specific instructions for nonlinear structural equations 
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modeling are developed in many programs such as Mplus, LISREL, Visual-PLS, R software package. This article 

will present only the Monte Carlo simulations for analysis of nonlinear structural equation modeling using LISREL 

Program.  Although this is a difficult and complex analysis method, it should not be the cause that limits the 

development of the knowledge of science. It is proposed to be widely used and to expand knowledge more widely.

KEYWORDS :  Monte Carlo Simulation, Nonlinear Structural Equation Modeling

บทน�ำ
	 วธิมีอนตคิาร์โล (Monte Carlo Method) เป็นสาขาหนึง่

ของคณิตศาสตร์ทีใ่ช้คอมพวิเตอร์ช่วยในการจ�ำลองสถานการณ์ 

(Simulation) โดยอาศัยตัวเลขสุ่ม (Random Number) 

มาสร้างตัวแปรให้เหมือนกับสถานการณ์จริงและทดลองซ�้ำ

หลายๆ ครั้ง เพื่อให้ได้ค่าท่ีแน่นอนที่จะใช้เป็นข้อสรุปหรือ

อธิบายปรากฏการณ์ต่างๆ ในสถานการณ์จริง หรือช่วยหา

ค�ำตอบในเรื่องราวต่างๆ ที่ยังไม่แน่ใจในผลที่จะเกิดข้ึน 

ยกตวัอย่างกรณทีีนั่กวจัิยต้องการพัฒนาทฤษฎใีหม่ และต้องการ

ทดสอบทฤษฎีน้ันๆ ด้วยข้อมูลที่นักสถิติเก็บรวบรวมข้อมูลที่

เกิดข้ึนในสถานการณ์จริงมาเพ่ือทดสอบ แต่สถานการณ์นั้นๆ 

หรือสภาพแวดล้อมอาจเกิดการปลี่ยนแปลงในเวลาต่อมา 

นอกจากนี้ การเก็บรวบรวมข้อมูลจริงจ�ำนวนมาก เพื่อน�ำมาใช้

ทดสอบทฤษฎีต้องใช้ต้นทุนสูง ดังนั้น วิธีการหนึ่งท่ีจะช่วย

ทดสอบทฤษฎทีีอ่าศยัการสร้างข้อมลูขึน้มาตามสถานการณ์นัน้ๆ 

ด้วยวิธีมอนติคาร์โล Kroese, Brereton, Taimre, and Botev 

(2014) ระบุว่า วิธีมอนติคาร์โลน�ำมาใช้หลายด้านการวิจัยเชิง

ปฏิบัติการและวิศวกรรมอุตสาหกรรม ฟิสิกส์ สถิติ เศรษฐกิจ

และการเงิน เป็นต้น	

	 Muthén and Muthén (2010, pp.357-359) อธบิาย

ว่า การศึกษาด้วยวิธีมอนติคาร์โลบางครั้งเรียกอีกอย่างหนึ่งว่า 

การศกึษาสถานการณ์จ�ำลอง (Simulation Studies) มปีระโยชน์

ส�ำหรบัการประมาณค่าพารามเิตอร์ในโมเดลทีม่ซีบัซ้อน มีหลาย

เงือ่นไขทีต้่องการทดสอบ เช่น ต้องการศึกษาอ�ำนาจการทดสอบ

โดยก�ำหนดเงื่อนไขตามขนาดกลุ่มตัวอย่างที่แตกต่าง เป็นต้น 

นอกจากนี ้งานวจิยัพฤติกรรมและสงัคมศาสตร์ ลกัษณะตวัแปร

มีทั้งตัวแปรสังเกตได้ (Observed Variables) และตัวแปรแฝง 

(Latent Variables) ความสัมพันธ์ของตัวแปรทั้งแบบเป็น

เส้นตรง (Linear Relationship Between Variables) และ

ความสัมพันธ์ของตัวแปรแบบไม่เป็นเส้นตรง (Nonlinear 

Relationship Between Variables) บางครัง้นกัวจิยัใช้วธิกีาร

วิเคราะห์การถดถอยเพียงอย่างเดียว อาจเป็นการวิเคราะห์ที่

ไม่ถูกต้องนักในกรณีที่จริงๆ แล้วลักษณะของตัวแปรมีลักษณะ

เป็นตัวแปรแฝงและความสัมพันธ์มีลักษณะเป็นแบบไม่เป็น

เส้นตรง	

	 ปัจจบุนันกัวจิยัต่างประเทศหลายท่านใช้โมเดลสมการ

โครงสร้างแบบไม่เป็นเส้นตรง (Nonlinear Structural Equation 

Modeling) เพื่อวิเคราะห์ความสัมพันธ์ของตัวแปรแฝงแบบ           

ไม่เป็นเส้นตรง จากการศึกษา สถานการ์จ�ำลองด้วยวิธี

มอนติคาร์โลแพร่หลายมากขึ้นไม่กี่ทศวรรษที่ผ่านมา ดังเช่น 

งานวจิยัของ Chin, Marcolin, and Newsted (2003), Marsh, 

Wen, and Hau (2004), Goodhue, Lewis, and Thompson 

(2007), Klein and Muthén (2007), Moosbrugger, Scher-

melleh-Engel, Kelava, and Klein (2009), Schermelleh-

Engel, Werner, Klein, and Moosbrugger (2010), Scher-

melleh-Engel, Kerwer and Klein (2014) โดยพัฒนาค�ำสั่ง

เฉพาะส�ำหรับการวิเคราะห์ความสัมพันธ์ของตัวแปรแฝงแบบ

ไม่เป็นเส้นตรงในโปรแกรมคอมพิวเตอร์ เช่น Mplus, LISREL, 

Visual-PLS, R software package ซึ่งมีวิธีการวิเคราะห์ที่

ยุ่งยากและซับซ้อน นอกจากนี้ ในการศึกษางานวิจัยจากข้อมูล

จรงิเกิดปัญหาหลายประการ อาทิเช่น ข้อมลูมกีารกระจายแบบ

ไม่ปกติ จึงไม่สามารถวิเคราะห์ด้วยค่าสถิตินั้นๆ ตามข้อตกลง

เบือ้งต้นได้ ขนาดกลุม่ตวัอย่างมน้ีอยเกนิไปซึง่ถ้าจะไปเกบ็ข้อมลู

เพิม่เตมิต้องใช้เวลาและงบประมาณอย่างมาก ดงันัน้ การศกึษา

สถานการณ์จ�ำลองด้วยวธิมีอนตคิาร์โลน�ำมาใช้เพือ่ประมาณค่า

พารามิเตอร์เพื่อลดข้อจ�ำกัดหรือปัญหาดังกล่าว 	
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	 จากการทบทวนวรรณกรรมที่เกี่ยวข้องกับการน�ำ

วิธีการวิเคราะห์โมเดลสมการโครงสร้างแบบไม่เป็นเส้นตรง

โดยการศึกษาสถานการณ์จ�ำลองด้วยวิธีมอนติคาร์โลมาใช้

ในประเทศไทยยังไม่แพร่หลาย ดังนั้น ผู ้เขียนจะน�ำเสนอ

วิธีการวิเคราะห์โมเดลสมการโครงสร้างแบบไม่เป็นเส้นตรง 

โดยการศึกษาสถานการณ์จ�ำลองด้วยวิธีมอนติคาร์โลโดยใช้

โปรแกรม LISREL เพื่อขยายองค์ความรู ้ให้มีการใช้อย่าง

กว้างขวางกันมากขึ้น	

โมเดลสมการโครงสร้างแบบไม่เป็นเส้นตรง
	 Moosbrugger et al. (2009, p. 103) กล่าวว่า 

ทางทฤษฎีความสัมพันธ์ของตัวแปรอิสระกับตัวแปรตามจะมี

ทั้งลักษณะแบบเป็นเส้นตรงและแบบไม่เป็นเส้นตรง นั่นคือ 

ความสัมพันธ์แบบไม่เป็นเส้นตรงจะเกิดอิทธิพลแบบไม่เป็น

เส้นตรง (Nonlinear Effects) ซ่ึง ม ี2 ลกัษณะ ได้แก่ 1) อทิธพิล

ร่วม (Interaction Effects) และอทิธพิลก�ำลงัสอง (Quadratic 

Effects) อิทธิพลร่วม หมายถึง ความสัมพันธ์ระหว่างตัวแปร

อิสระกับตัวแปรตามจะมีความสัมพันธ์มากน้อยเพียงใดขึ้น

อยู่กับตัวแปรอิสระตัวที่สองหรือตัวแปรก�ำกับ (Moderator 

Variable) และ 2) อิทธิพลก�ำลังสอง (Quadratic Effects) 

หมายถึง ตัวแปรอิสระเกิดอิทธิพลร่วม(Interact) กับตัวเอง

ส่งผลต่อตัวแปรตาม ซึ่งลักษณะความสัมพันธ์ของตัวแปรจะมี

ลกัษณะเป็นเส้นโค้ง (Curvilinear) อทิธพิลแบบไม่เป็นเส้นตรง

เรยีกตามลกัษณะของตัวแปร กรณเีป็นตัวแปรสงัเกตได้ เรยีกว่า 

อิทธิพลแบบไม่เป็นเส้นตรงของตัวแปรสังเกตได้ (Nonlinear 

Effects of Observed Variables) และกรณีเป็นตัวแปรแฝง 

เรยีกว่า อทิธิพลแบบไม่เป็นเส้นตรงของตัวแปรแฝง (Nonlinear 

Effects of Latent Variables) กรณีเป็นตัวแปรสังเกตได้

การตรวจสอบอทิธพิลร่วม และอทิธพิลก�ำลงัสอง ใช้การวเิคราะห์

การถดถอยพหุแบบไม่เป็นเส้นตรง (Nonlinear Regression) 

สามารถแสดงได้ดังสมการ (1)	

           	   (1)

	 จากสมการ (1) ในการวิเคราะห์การถดถอยพหุ ปกติ

จะก�ำหนดสมมตฐิานให้ตวัแปรมคีวามสมัพันธ์แบบเป็นเส้นตรง 

นัน่คอื ตัวแปรเกณฑ์หรือตวัแปรตาม (Y) เกดิจากตวัแปรท�ำนาย

หรือตัวแปรอิสระ ถ้าก�ำหนดให้มีตัวแปรท�ำนาย 2 ตัว ได้แก่ 

X กับ Z กรณีนี้จะมีการตรวจสอบอิทธิพลแบบเป็นเส้นตรง 

(Linear Effects) ของ X กบั Z ทีม่ต่ีอ Y อทิธพิลแบบเป็นเส้นตรง 

คือ β1, β2  ส�ำหรับการตรวจสอบอิทธิพลแบบไม่เป็นเส้นตรง 

ของ X กับ Z ที่มีต่อ Y มี 2 ลักษณะ ได้แก่ 1) อิทธิพลก�ำลังสอง 

หมายถึง อิทธิพลที่เกิดจากตัวแปรท�ำนายหรือตัวแปรอิสระมี

ปฏิสัมพันธ์ (Interact) กับตัวเองหรือมีลักษณะยกก�ำลังสอง

Χ 2=Χ  x Χ หรือ Ζ 2=Ζ  x Ζ  อิทธิพลก�ำลังสอง คือ β4, β5 และ 

2) อิทธิพลร่วม หมายถึง อิทธิพลท่ีเกิดจากการสร้างตัวแปร

ผลคูณของ X กับ Z (ΧΖ =Χ x Ζ ) นั่นคือ ตัวแปรท�ำนาย X 

ส่งผลต่อตัวแปรเกณฑ์ Y โดยอิทธิพลร่วมจะมากหรือน้อย

ขึน้อยูก่บั Z เป็นตวัแปรก�ำกบัอทิธพิลร่วม คอื β3 การวเิคราะห์

อิทธิพลแบบไม่เป็นเส้นตรงของตัวแปรแฝงจะใช้การวิเคราะห์

โมเดลสมการโครงสร้างเพือ่ตรวจสอบอิทธพิลแบบเป็นเส้นตรง 

นัน่คอื อทิธพิลร่วม และอทิธพิลก�ำลงัสอง   Moosbrugger et al. 

(2009, p. 110) แสดงภาพโมเดลสมการโครงสร้างแบบไม่เป็น

เส้นตรง ดังนี้	

  ภาพที่ 1 	 โมเดลสมการโครงสร้างแบบมีอิทธิพลร่วมและ

		  อิทธิพลก�ำลังสอง ของ Moosbrugger et al. 

		  (2009)
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	 จากภาพที่ 1 อธิบายถึงโมเดลสมการโครงสร้างแบบ

ไม่เป็นเส้นตรงที่เกิดอิทธิพลร่วมและอิทธิพลก�ำลังสอง นั่นคือ 

ตัวแปรแฝงภายนอก คือ ξ
1
 และ ξ

2
 เทอมอิทธิพลร่วมของ 

ตัวแปรแฝง คือ ξ
1 
ξ

2
 เทอมอิทธิพลก�ำลังสองของตัวแปรแฝง 

คือ  และ  ตัวแปรแฝงภายใน คือ η และเทอมความคลาด

เคลื่อน คือ ξ  ค่าพารามิเตอร์ท่ีเป็นเส้นตรงคือ  γ11, γ12 

ค่าอิทธิพลร่วมของ ξ
1 
ξ

2
 คือ ค่าอิทธิพลก�ำลังสองของ  และ 

 คือ ω11 และ ω22  ตามล�ำดับเขียนเป็นสมการ (2) ดังนี้

η = α+ γ11 ξ1
+ γ12 ξ2

+ ω12 ξ1 
ξ

2
+ ω11 + ω22 +ξ   (2)

	 โดยทีต่วัแปรแฝงภายนอกวดัจากตวัแปรสงัเกต x1, x2, 

x3 และ x4, x5, x6 และตัวแปรแฝงภายในวัดจากตัวแปรสังเกต 

y1, y2, y3 ดังสมการ (3) และสมการ (4) ต่อไปนี้	

	 โมเดลการวัดของตัวแปรภายนอก ξ คือ

	 	    (3)

 	  

	

	 และโมเดลการวัดของตัวแปรภายใน η  คือ

	  	

		  		     (4)

	 โมเดลการวัดของ ξ
1
 และ ξ

2 
ประกอบด้วยค่าน�้ำหนัก

องค์ประกอบ (Factor Loadings)  λ21, λ31 และ λ42, λ52   

ค่าน�้ำหนักองค์ประกอบของ x1(λ11 เท่ากับ 1) และ x4 (λ42

เท่ากับ 1) และความคลาดเคลื่อน คือ δ1 ,..., δ6 โมเดลการวัด

ของ η 1 ประกอบด้วยค่าน�ำ้หนกัองค์ประกอบ  ,  ค่าน�ำ้หนกั

องค์ประกอบของ y1 (  เท่ากับ 1) และความคลาดเคลื่อน 

คือ  ε1, ε2 และ ε3 

	 จากข้างต้น โมเดลสมการโครงสร้างแบบไม่เป็น

เส้นตรงจะมสีองลกัษณะคอื โมเดลทีม่อีทิธิพลร่วมของตวัแปรแฝง 

และโมเดลที่มีอิทธิพลก�ำลังสองของตัวแปรแฝง ซึ่งในงานวิจัย

พฤติกรรมและสังคมศาสตร์จะมีลักษณะโมเดลท่ีมีอิทธิพลร่วม

ของตัวแปรแฝงอยู่มาก โมเดลสมการโครงสร้างแบบไม่เป็น

เส้นตรงกรณีมีอิทธิพลร่วม หรือเรียกอีกอย่างว่า โมเดลแบบ

มีตัวแปรก�ำกับ (Moderator Variable) ซึ่งตัวแปรก�ำกับจะมี

บทบาทในการเปลี่ยนแปลงความสัมพันธ์หรืออิทธิพลของ

ตวัแปรสองตวั โดยทีต่วัแปรก�ำกบัจะเป็นตวัทีช่่วยเพิม่ ลดความ

สัมพันธ์ของตัวแปรสองตัวนั้น หรืออาจจะส่งผลโดยตรงต่อ

ตัวแปรตามโดยตรงก็ได้ เช่น ถ้าความรู้ทางการเงินเป็นตัวแปร

ก�ำกับความสัมพันธ์ระหว่างเจตคติต่อการเงินกับพฤติกรรม

การเงนิของบคุคล ถ้าบคุคลมคีวามรูท้างการเงนิสงู ดงันัน้ เจตคติ

ทางการเงินกับพฤติกรรมการเงินจะมีความสัมพันธ์ทางบวก

มากกว่าบุคคลท่ีมคีวามรูท้างการเงนิต�ำ่ นัน่เอง จากการทบทวน

วรรณกรรมงานวจิยัทีเ่กีย่วข้องกบัโมเดลสมการโครงสร้างแบบ

ไม่เป็นเส้นตรงแบบมีตัวแปรก�ำกับ อาทิเช่น Abd-Elmotaleb 

and Saha (2013) ได้ตรวจสอบบทบาทของการรับรู้ความสามารถ

ของตนเองทางการเรียน (Academic Self-Efficacy) เป็น

ตัวแปรส่งผ่าน (Mediator Variable) ความสัมพันธ์ระหว่าง

บรรยากาศในการเรยีน (Academic Climate) กบัผลการเรยีนรู้

ของนักศึกษา (Academic Performance) Falahati and 

Sabri (2015) ตรวจสอบอิทธิพลก�ำกับของปัจจัยด้านเพศต่อ

ความสมัพนัธ์ระหว่างปัจจยัต่างๆ เช่น ความเครยีดทางการเงนิ 

การขัดเกลาทางสงัคม ความรูท้างการเงนิและเจตคติต่อการเงนิ

กับสุขภาวะทางการเงินส่วนบุคคล นอกจากนี้ เสน่ห์ พลีจันทร์ 

และคณะ (2555) ได้พัฒนาโมเดลความสัมพันธ์เชิงสาเหตุของ

พฤติกรรมการป้องกันโรคอุจจาระร่วงรุนแรงจากเชื้ออีโคไล

โดยมีการรับรู้ความสามารถในการควบคุมตนเองเป็นตัวแปร

ก�ำกับการอธิบายความสัมพันธ์ของตัวแปรแบบมีตัวแปรก�ำกับ

ดังแผนภาพที่ 2 ดังนี้	
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ภาพที่ 2 	 โมเดลความสัมพันธ์เชิงสาเหตุโดยมีตัวแปรก�ำกับ 

		  ของ มนตรี พิริยะกุล (2558)

	

	 จากการทบทวนวรรณกรรมงานวิจัยที่เกี่ยวข้องกับ

การวิเคราะห์โมเดลสมการโครงสร้างแบบไม่เป็นเส้นตรงของ

ต่างประเทศ พบว่า นักวิจัยบางท่านเลือกวิธีการวิเคราะห์แบบ

มอีทิธพิลร่วมอย่างเดียว หรอืแบบมอีทิธพิลก�ำลงัสองอย่างเดยีว 

หรอืจะเลอืกวิธีวิเคราะห์ทัง้สองแบบ เป็นการศึกษาสถานการณ์

จ�ำลองด้วยวิธีมอนติคาร์โลเป็นส่วนใหญ่ ภายใต้เงื่อนไข หรือ

ปัจจัยที่มีผลต่ออิทธิพลร่วม เช่น ความคลาดเคลื่อนจากการวัด 

(Measurement Error) ความเชือ่มัน่ (Reliability) จ�ำนวนตวับ่งชี้

ในแต่ละตวัแปรแฝง (Number of Indicators for a Construct) 

ขนาดอทิธพิล (Effect Size) ขนาดกลุม่ตัวอย่าง (Sample Size) 

และบางงานวจิยัจะมกีารศึกษาจากสถานการณ์จรงิควบคูไ่ปกบั

การศึกษาสถานการณ์จ�ำลองด้วยวิธีมอนติคาร์โลอีกด้วย

การทดสอบอิทธิพลร่วมในโมเดลสมการโครงสร้างแบบไม่เป็น

เส้นตรงมีหลายวิธี ได้แก่ วิธี Maximum Likelihood เช่น

งานวจิยัของ Marsh et al. (2004), Klein and Muthén (2007), 

Moosbrugger et al. (2009), Barendse, Oort, and Garst 

(2010) วธิ ีLeast Squares เช่นงานวจัิยของ Chinet al. (2003) 

และวิธี Bayesian และบางงานวิจัยศึกษาทั้งวิธี Maximum 

Likelihood และวิธี Least Squares อย่างเช่นงานวิจัย

ของ Schermelleh-Engelet al. (2010) เป็นต้น ในหวัข้อถัดไป

จะน�ำเสนอวธิกีารศกึษาสถานการณ์จ�ำลองด้วยวธิมีอนตคิาร์โล

ในการทดสอบอิทธิพลร่วมในโมเดลสมการโครงสร้างแบบ

ไม่เป็นเส้นตรง โดยใช้ LISREL	

วธิกีารศกึษาสถานการณ์จ�ำลองด้วยวธิมีอนตคิาร์โล

ในการวเิคราะห์โมเดลสมการโครงสร้างแบบไม่เป็น

เส้นตรง โดยใช้โปรแกรม LISREL
	 การศึกษาสถานการณ์จ�ำลองด้วยวิธีมอนติคาร์โลมี

ขั้นตอนหลักๆ ดังนี้

	 1.	 การสร้างโมเดลตามสถานการณ์จ�ำลองและก�ำหนด

พารามิเตอร์ท่ีนักวิจัยสนใจท่ีจะศึกษาซ่ึงได้มาจากศึกษากรอบ

แนวคิดทฤษฎีและงานวิจัยที่เกี่ยวข้อง 

	 2.	 การจ�ำลองข้อมลูเพือ่ให้ได้ชดุของข้อมลูส�ำหรับน�ำ

ไปวิเคราะห์

	 3.	 ค�ำนวณพารามิเตอร์ด้วยสถิติต่างๆ

	 ในหัวข้อนี้จะน�ำเสนอวิธีการศึกษาสถานการณ์จ�ำลอง

ด้วยวธิมีอนตคิาร์โลในการวเิคราะห์อทิธพิลร่วมในโมเดลสมการ

โครงสร้างแบบไม่เป็นเส้นตรง ภายใต้เงือ่นไขขนาดกลุม่ตวัอย่าง 

และจ�ำนวนตวับ่งชีใ้นแต่ละตวัแปรแฝง โดยใช้โปรแกรม LISREL

เริม่ต้นจากก�ำหนดเงือ่นไขในโมเดลสมการโครงสร้างและโมเดล

การวัดที่น�ำมาจากการศึกษา ดังสมการ (5) ต่อไปนี้	

	 ETA = 0.3KSI1+0.5KSI2+0.3KSI1*KSI2+e      (5)

	 จากสมการ ก�ำหนดค่า Standardized Beta หรือ

ค่าอิทธิพลของตัวแปรแฝงที่เป็นตัวแปรอิสระ (KSI1 → ETA) 

เท่ากับ 0.3 ค่าอิทธิพลของตัวแปรแฝงที่เป็นตัวแปรก�ำกับ   

(KSI2 → ETA) เท่ากบั 0.5 โดยทีต่วัแปรแฝงทีเ่ป็นตวัแปรอสิระ

และตวัแปรแฝงทีเ่ป็นตวัแปรก�ำกบั (KSI1 และ KSI2) ไม่มคีวาม

สมัพนัธ์กนั ค่าอทิธพิลร่วมของตัวแปรแฝงท่ีเป็นตวัแปรอสิระกบั

ตวัแปรแฝงท่ีเป็นตัวแปรก�ำกับ (KSI1* KSI2 → ETA) เท่ากับ 0.3 

และค่า β0 ไม่น�ำมาค�ำนวณในโมเดล ก�ำหนดสถานการณ์ของ

ข้อมูลตามสถานการณ์และเงื่อนไขตัวแปรขนาดกลุ่มตัวอย่าง 

และจ�ำนวนตวับ่งช้ีในแต่ละตวัแปรแฝงแตกต่างกนั และก�ำหนด

ให้ค่า Factor Loadings ของตวับ่งช้ีในแต่ละตวัแปรแฝง เท่ากับ 

0.70 โมเดลสมการโครงสร้างแบบไม่เป็นเส้นตรงกรณีต้องการ

ตรวจสอบอิทธิพลร่วมแสดงดังภาพที่ 3 ต่อไปนี้	
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	 จากภาพที ่3 โมเดลทีต่วัแปรแฝงแต่ละตวั (KSI1, KSI2 

และ ETA) มีตัวบ่งชี้ 4 ตัว และมีค่า factor loadings เท่ากับ 

0.70 มีขั้นตอนการวิเคราะห์ ดังนี้

	 1.	 การจ�ำลองข้อมูลตามเงื่อนไขเพื่อให้ได้คะแนนดิบ 

(Raw data) โดยเขียนค�ำสั่งโดยใช้ LISREL-PRELIS ดังนี้

DA NO=100 RP=500

CO ALL

NE KSI1=1.000000*NRAND

NE KSI2=1.000000*NRAND

NE ETA=0.300000*KSI1+0.500000*KSI2+

0.300000*KSI1*KSI2+0.754983*NRAND

NE y1=1.000000*ETA+1.020203*NRAND

NE y2=0.700000*ETA+0.714142*NRAND

NE y3=0.700000*ETA+0.714142*NRAND

NE y4=0.700000*ETA+0.714142*NRAND

NE x1=1.000000*KSI1+1.020203*NRAND

NE x2=0.700000*KSI1+0.714142*NRAND

NE x3=0.700000*KSI1+0.714142*NRAND

NE x4=0.700000*KSI1+0.714142*NRAND

NE x5=1.000000*KSI2+1.020203*NRAND

NE x6=0.700000*KSI2+0.714142*NRAND

NE x7=0.700000*KSI2+0.714142*NRAND

NE x8=0.700000*KSI2+0.714142*NRAND

NE x1x5=x1*x5

NE x2x6=x2*x6

NE x3x7=x3*x7

NE x4x8=x4*x8

SD KSI1 KSI2 ETA

OU MA=KM IX=5741835 ND=6 WI=16 XM RA=4i100.dat

	

ภาพที่ 3 โมเดลที่ตัวแปรแฝงแต่ละตัว (KSI1, KSI2 และ ETA) มีตัวบ่งชี้ 4 ตัว และมีค่า Factor Loadings เท่ากับ 0.70
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จากค�ำสั่งข้างต้นอธิบายดังนี้

DA NO=100 RP=500 ในการจ�ำลองข้อมลูส�ำหรบัจ�ำนวน 100 

คน ทดลองซ�้ำ 500 ครั้ง

CO ALL ส�ำหรับข้อมูลเป็นแบบ Continuous 

NE KSI1=1.000000*NRAND

NE KSI2=1.000000*NRAND

KSI1 และ KSI2 คือ ตัวแปรแฝงที่เป็นตัวแปร

ท�ำนาย NRAND คือ มีการแจกแจงแบบปกติ

NE ETA=0.300000*KSI1+0.500000*KSI2

+0.300000*KSI1*KSI2+0.754983*NRAND มาจากสมการที่ 

5 นั่นคือ จากสมการมีค่า True Value ของ  KSI1, KSI2 และ 

KSI1*KSI2 เท่ากับ 0.30, 0.50 และ 0.30 ตามล�ำดับ ส�ำหรับ 

0.754983 เกิดจาก Total Variance ของ ETA 

= 0.43+(0.754983*0.754983)

= 0.43+0.57 = 1.00

NE x1=1.000000*KSI1+1.020203*NRAND  ค่า 1.020203 

หาจาก 1/(1+x) = 0.49

NE X2=0.700000*KSI1+0.714142*NRAND

NE X3=0.700000*KSI1+0.714142*NRAND

NE X4=0.700000*KSI1+0.714142*NRAND

ค่า 0.714142 หาจาก 1-0.49=0.51 

ดังนั้น Square root ของ 0.51 คือ 0.714142

NE x1x5=x1*x5

NE x2x6=x2*x6

NE x3x7=x3*x7

NE x4x8=x4*x8

	 2. น�ำข้อมูลท่ีได้จากการจ�ำลองข้อมูลในข้อ 1 คือ 

4i100.dat เขียนค�ำสัง่ แล้ว run LISREL ได้ output 500 data 

sets ดังนี้

DA NI=16 NO=100 RP=500

RA FI=4i100.dat

LA

y1 y2 y3 y4 x1 x2 x3 x4 x5 x6 x7 x8 x1x5 x2x6 x3x7 x4x8

MO NY=4 NE=1 NX=12 NK=3 LY=FU,FI LX=FU,FI 

PH=FU,FI TE=DI,FR TD=FU,FI PS=FU,FR

LE

ETA

LK

KSI1 KSI2 KSI1KSI2

PA LY

0

1

1

1

VA 1 LY(1,1)

PA LX

0 0 0

1 0 0

1 0 0

1 0 0

0 0 0

0 1 0

0 1 0

0 1 0

0 0 0

0 0 1

0 0 1

0 0 1

VA 1 LX(1,1) LX(5,2) LX(9,3)

CO LX(10,3)=LX(2,1)*LX(6,2)

CO LX(11,3)=LX(3,1)*LX(7,2)

ตัวบ่งชี้ผลคูณของ 

KSI1*KSI2
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CO LX(12,3)=LX(4,1)*LX(8,2)

PA PH

1

0 1

0 0 1

CO PH(3,3)=PH(1,1)*PH(2,2)

FR TD(1,1) TD(2,2) TD(3,3) TD(4,4) TD(5,5) 

TD(6,6) TD(7,7) TD(8,8)

CO TD(9,9)=PH(1,1)*TD(5,5)+PH(2,2)*TD(1,1)+ 

TD(1,1)*TD(5,5)

CO D(10,10)=LX(2,1)**2*PH(1,1)*TD(6,6)+LX(6,2)

**2*PH(2,2)*TD(2,2)+TD(2,2)*TD(6,6)

CO D(11,11)=LX(3,1)**2*PH(1,1)*TD(7,7)+LX(7,2)

**2*PH(2,2)*TD(3,3)+TD(3,3)*TD(7,7)

CO D(12,12)=LX(4,1)**2*PH(1,1)*TD(8,8)+LX(8,2)

**2*PH(2,2)*TD(4,4)+TD(4,4)*TD(8,8)

OU IT=off AD=OFF ND=3 PV=LISREL_PI.pv SV=LISREL_

PI.sv

ตัวอย่างข้อมูลใน ไฟล์ LISREL_PI.pvใน data set ที่ 1

1  0  0					   

0.513814D+00	 0.483478D+00	 0.640729D+00

0.744432D+00	 0.716057D+00	 0.699786D+00

0.563383D+00	 0.568539D+00	 0.530246D+00

0.486976D+00	 0.344201D+00	 0.396751D+00

0.910160D+00	 0.124696D+01	 0.986779D+00

0.886452D+00	 0.648880D+00	 0.430983D+00

0.442253D+00	 0.675785D+00	 0.705510D+00

0.600159D+00	 0.384062D+00	 0.822820D+00

0.660169D+00	 0.591211D+00	 0.655754D+00

0.419400D+00	 0.407106D+00	 0.371059D+00

0.113493D+01	 0.214762D+01	 0.107797D+01

0.872624D+00	 0.678775D+00	

	 ค่าที่ได้ คือ ค่าพารามิเตอร์ที่เราก�ำหนดไว้ในไฟล์

ผลการวิเคราะห์ .out ซึ่งใน data set ที่ 1 มีค่าพารามิเตอร์

ทั้งหมด 35 ค่า การอ่านค่าที่ได้ ดังนี้ 	

Output ที่ได้ในไฟล์ LISREL_PI.pv  กับ LISREL_PI.svจะมีข้อมูลจ�ำลอง 500 data sets  
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0.513814D+00  มีค่าเท่ากับ 0.5138..

0.124696D+01  มีค่าเท่ากบั 1.246.. (ถ้าเป็น ลบ 0.124696D-

01  มีค่าเท่ากับ 0.01246...)

	 3. การดงึข้อมลูจาก PV=LISREL_PI.pv  SV=LISREL_

PI.sv มาลงในโปรแกรม SPSS โดยใช้เขยีน syntax ที ่matching 

กับพารามิเตอร์ของ PV=LISREL_PI.pv  SV=LISREL_PI.sv 

แล้ว run all จะได้ไฟล์ data เพือ่น�ำไปค�ำนวณหา Parameters 

ดังนี้

DATA LIST free file= ‘D:\i=4n=100\LISREL_PI.sv’

/ No IND1 IND2

LY21 LY31 LY41

LX21 LX31 LX41

LX62 LX72 LX82

GA1 GA2 GA3

PH11 PH22 PS1

TE1 TE2 TE3

TE4 TD1 TD2 TD3 TD4

TD5 TD6 TD7 TD8 LX2211 LX37 LX48 PHI12 TD15 

TD26 TD37 TD48.

EXECUTE.

	 4. ค�ำนวณ Parameters ส�ำหรับการวิเคราะห์โมเดล

สมการโครงสร้างแบบไม่เป็นเส้นตรงจากการจ�ำลองข้อมูลด้วย

วิธีมอนติคาร์โล มีสถิติดังนี้

		  4.1	 Mean Relative Bias of Parameter 

Estimate น�ำข้อมูลจากไฟล์ .pv ค่าความล�ำเอียงสัมพัทธ์เฉลี่ย 

(Mean Relative Bias: MRB) (Moosbrugger et al., 

2009, p. 119) ดังนี้	

 

		  		     (6)

	 เม่ือ  แทน การประมาณค่าพารามิเตอร์ (Parameter 

Estimate)  แทน ค่าเฉลีย่ในการประมาณค่าพารามเิตอร์ และ 

π แทน True Value หรอื Standardized Beta หรอื Population 

Parameter Value ซึ่งจากการศึกษาครั้งนี้ก�ำหนดค่าอิทธิพล

ของตัวแปรแฝงที่เป็นตัวแปรอิสระเท่ากับ 0.3 ค่าอิทธิพลของ

ตัวแปรแฝงที่เป็นตัวแปรก�ำกับ เท่ากับ 0.5 ค่าอิทธิพลร่วมของ

ตัวแปรแฝงที่เป็นตัวแปรอิสระกับตัวแปรแฝงที่เป็นตัวแปร

ก�ำกับท่ากับ 0.3 โดยท่ีค่าความล�ำเอียงสมัพทัธ์เฉลีย่ควรน้อยกว่า 

10% ส�ำหรับ 	

		  4.2	 Mean Relative Bias of the Standard 

Error (SE) น�ำข้อมูลจากไฟล์ .sv มาใช้ค�ำนวณด้วยสูตร

	  		     (7)

		  4.3 	 ก�ำลังการทดสอบ (Power of the Test) 

หมายถึง ความน่าจะเป็นที่จะปฏิเสธ H0 เมื่อ H1 เป็นจริงโดย

ค่าก�ำลังการทดสอบควรมีค่าอย่างน้อย 0.80

สรุป 
	 โมเดลสมการโครงสร้างแบบไม่เป็นเส้นตรงน�ำมาใช้

ในช่วงไม่กี่ทศวรรษที่ผ่านมา เพราะเป็นวิธีการวิเคราะห์ที่ยาก

และซับซ้อน ในงานวิจัยต่างประเทศนิยมใช้การจ�ำลองข้อมูล

ด้วยวิธีมอนติคาร์โล ในการเปรียบเทียบวิธีการวิเคราะห์โมเดล

สมการโครงสร้างแบบไม่เป็นเส้นตรงในหลายๆ วิธี ภายใต้

เงื่อนไขที่แตกต่างกันออกไป ซึ่งการศึกษาสถานการณ์จ�ำลอง

มีประโยชน์ส�ำหรับการประมาณค่าพารามิเตอร์ในโมเดลที่

มีซับซ้อน และมีข้อมูลจ�ำนวนมาก แต่ก็มีบางงานวิจัยก็มีทั้ง

การศึกษาจากสถานการณ์จ�ำลองและการศึกษาจากข้อมูล

จริงไปพร้อมๆ กัน ส�ำหรับงานวิจัยในประเทศไทยยังไม่ค่อย

ปรากฏผลงานวจิยัลกัษณะนีม้ากนกั โปรแกรมคอมพวิเตอร์ทีม่ี

การพัฒนาค�ำสั่งเฉพาะส�ำหรับโมเดลสมการโครงสร้างแบบ

ไม่เป็นเส้นตรง เช่น Mplus, LISREL, Visual-PLS, R Software 

Package เป็นต้น ซึ่งในบทความนี้เน้นท�ำความเข้าใจเกี่ยวกับ

โมเดลสมการโครงสร้างแบบไม่เป็นเส้นตรงว่ามลีกัษณะอย่างไร 

โดยได้อธิบายในเชิงทฤษฎีและงานวิจัยท่ีเกี่ยวข้องกับลักษณะ

ของโมเดลสมการโครงสร้างแบบไม่เป็นเส้นตรง นอกจากนี้ 

ยังได้อธิบายขั้นตอน วิธีการศึกษาสถานการณ์จ�ำลองด้วยวิธี 

มอนตคิาร์โลในการ วเิคราะห์โมเดลสมการโครงสร้างแบบไม่เป็น
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เส้นตรง โดยใช้โปรแกรม LISREL และอธิบายที่มาของค�ำสั่ง

ต่างๆ โดยละเอียด	

ข้อเสนอแนะ
	 การจ�ำลองข้อมูลด้วยวิธีมอนติคาร์โลโดยใช้ LISREL 

ส�ำหรบัการวเิคราะห์โมเดลสมการโครงสร้างแบบไม่เป็นเส้นตรง

มปีระโยชน์ส�ำหรบันกัวจัิยในการน�ำไปใช้หลายประการ อาทิเช่น 

การเกบ็รวบรวมข้อมลูจริงทีม่จี�ำนวนมากและต้องใช้งบประมาณ

มากเพือ่น�ำมาใช้ทดสอบทฤษฎ ีดงันัน้ การจ�ำลองข้อมลูด้วยวธิี

มอนตคิาร์โลจงึเป็นทางเลือกหนึง่ของนกัวจิยั นอกจากนี ้โมเดล

สมการโครงสร้างมเีทคนิค การวเิคราะห์ข้ันสงูนักวจัิยจะเลอืกใช้

วธิกีารวเิคราะห์ขัน้สงูนี ้เพือ่อธบิายปรากฏการณ์ทีม่คีวามซบัซ้อน

มากกว่าการใช้วธิกีารวเิคราะห์ ขัน้พืน้ฐานอย่างเช่นการวเิคราะห์

ด้วยสหสมัพนัธ์อย่างง่าย (Simple bivariate correlation) อกีทัง้

นกัวจิยัสามารถใช้โปรแกรม LISREL เพือ่วเิคราะห์โมเดลสมการ

โครงสร้างแบบไม่เป็นเส้นตรงได้ง่ายขึน้โดยน�ำค�ำสัง่ไปปรบัใช้ให้

เข้ากับงานวิจัยของตนเอง เพราะในบทความนี้ได้อธิบายท่ีมา

ของค�ำสั่งต่างๆ อย่างละเอียดแล้ว 	

	 ส�ำหรับข้อจ�ำกัดการจ�ำลองข้อมูลด้วยวิธีมอนติคาร์โล

โดยใช้ LISREL ส�ำหรับการวเิคราะห์โมเดลสมการโครงสร้างแบบ

ไม่เป็นเส้นตรงกรณีที่ตัวแปรแฝงมีตัวแปรสังเกตได้หลายตัว                     

การก�ำหนดค�ำสัง่ย่อมมคีวามซบัซ้อนและยากมากขึน้ เพราะใน

บทความนี้น�ำเสนอเฉพาะตัวแปรสังเกตได้มี 4 ตัวในแต่ละ

ตัวแปรแฝง ซึ่งนักวิจัยต้องมีความระมัดระวังให้มากขึ้น  	
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