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แบบจ�ำลองสมการโครงสร้างเพื่อการท�ำนาย

รุ่งโรจน์ สงสระบุญ1

บทคัดย่อ

	 บทความนีมี้วตัถปุระสงค์เพือ่น�ำเสนอองค์ความรู้การวเิคราะห์สมการโครงสร้าง

เพื่อการท�ำนาย ด้วยข้อมูลของตัวแปรสังเกตได้หลายๆ ตัวแปร ที่สามารถท�ำนาย

ทีส่่งผลหรอืมีอทิธพิลต่อตวัแปรแฝง (latent variable) ท่ีตวัแปรแฝงนัน้วดัได้จากตวับ่งชี ้

ได้หลายตัวแปร ขั้นตอนการการวิเคราะห์แบบจ�ำลองสมการโครงสร้าง (Structural 

Equation Modeling: SEM) ที่เริ่มด้วยการน�ำข้อมูลจากโปรแกรม Statistical Package 

for the Social Science for Windows (SPSS) และท�ำการวิเคราะห์แบบจ�ำลองสมการ

โครงสร้าง (Structural Equation Modeling: SEM) ด้วยโปรแกรม LISREL หรือ Analysis 

of Moment Structure: AMOS ทีต้่องมีข้ันตอนส�ำคัญ ได้แก่ การเตรียมข้อมูลดิบ การระบุ 

โมเดลหรือวาดภาพโมเดลจากการวจิยั การก�ำหนดการแสดงผลการวเิคราะห์ การวเิคราะห์

โมเดล และการปรับโมเดล โดยค่าสถิติที่ได้จากการแสดงผลของตัวแปรสังเกตได้ที่มีผล

ต่อตัวแปรแฝง (latent variable)
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Structural equation modeling for prediction 

Rungroje Songsraboon2 

Abstract

	 The objective of this article was to present the structural equation modeling 

for prediction based on observable variables which can predict or have effects 

on latent variables. The analysis of the structural equation modeling (SEM) starts 

from retrieving data from statistical package for the social science for Windows 

(SPSS), analyzing the structural equation modeling (SEM) using LISREL or 

Analysis of Moment Structure (AMOS). The necessary steps include preparing 

raw data, constructing a model or picturing a model based on research, deciding 

model presentation, analyzing the model, and adjusting the model based on the 

statistics of observable variables which have effects on latent variables.

Keywords: 1. Model 2. Structure equation 3. Prediction
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บทน�ำ

	 การวิเคราะห์แบบจ�ำลองสมการโครงสร้าง (Structural Equation Modeling: 

SEM) เป็นวธิกีารวิเคราะห์ทางสถติท่ีิใช้ทดสอบชดุตวัแปรท่ีศกึษา ในงานวจิยัมีโครงสร้าง

ความสัมพนัธ์เชงิสาเหตท่ีุเป็นไปตามทีก่�ำหนดไว้ในแบบจ�ำลองสมมตฐิานหรือไม่ ปัจจบัุน

มีการท�ำวจิยักันมากขึน้ในทกุสาขา และยิง่นาน งานวจิยัจะมีตวัแปรหรือปัจจยัทีเ่กีย่วข้อง

มากในทกุสาขา ไม่ว่าจะเป็นงานวิจยัด้านสงัคมศาสตร์ การตลาด การเงนิ เป็นต้น ท�ำให้

การน�ำเทคนิคการวเิคราะห์ข้อมูลหลายตวัแปรมาใช้ในการท�ำวจิยัเชงิปริมาณกันมากข้ึน 

	 การวิเคราะห์ข้อมูลหลายตัวแปรมาใช้วิเคราะห์ปัญหาท่ีมีตัวแปรหลายๆ ตัว

นั้น เพื่อให้นักวิจัยสามารถตอบค�ำถามงานวิจัยหรือวัตถุประสงค์ของงานวิจัย และน�ำ

สถติมิาใช้อย่างมีประสทิธภิาพ แต่หลักฐานท่ีได้จากการวิเคราะห์ข้อมูลเพยีงล�ำพงัยงัไม่

สามารถยืนยันหรือให้ข้อสรุปของความสัมพันธ์เชิงสาเหตุได้อย่างหนักแน่น แบบแผน

การวิจัยยังคงเป็นแบบแผนการวิจัยส�ำคัญท่ีสามารถศึกษาความสัมพันธ์เชิงสาเหตุ       

ของตัวแปรได้ชัดเจนและหนักแน่นมากที่สุด เพราะมีการควบคุมตัวแปรแทรกซ้อน 

ต่างๆ ด้วยการจดักระท�ำทางการวจิยัท่ีเกดิขึน้จรงิ แตกต่างจากการศกึษาความสมัพนัธ์

เชิงสาเหตุโดยใช้การวิเคราะห์สถิติหลายตัวแปร ซึ่งเป็นการควบคุมทางสถิติที่เป็นการ

สมมตติวัเลขในข้อมูลตามเงือ่นไขของตวัแปรท่ีควบคุมโดยทีเ่งือ่นไขนัน้อาจจะไม่ได้เกดิ

ขึ้นจริงเลยก็ตาม ตัวอย่าง เช่น ถ้าเพศเป็นตัวแปรแทรกซ้อนที่ต้องการควบคุม ถ้าใช้วิธี

ควบคุมตัวแปรด้วยการจัดกระท�ำอย่างเช่นท่ีใช้ในงานวิจัยท่ัวไป วิธีหนึ่งท่ีใช้ควบคุม

ตัวแปรแทรกซ้อนคือการท�ำให้ตัวแปรมีค่าคงที่ โดยพยายามหากลุ่มตัวอย่างที่มี           

เพศเดียวกันมาศึกษาท้ังในกลุ่มทดลองและกลุ่มควบคุม แต่ถ้าใช้วิธีควบคุมทางสถิติ

จะเป็นการสมมติในเชิงตัวเลขว่าถ้าเก็บข้อมูลจากกลุ่มตัวอย่างที่มีเพศเดียวกัน ความ

สัมพันธ์ของตัวแปรท่ีวิเคราะห์น่าจะเป็นอย่างไร ทั้งท่ีแท้จริงแล้ว ข้อมูลที่เก็บและใช้

วิเคราะห์นั้นไม่ได้มาจากกลุ่มตัวอย่างท่ีมีเพศเดียวกันตามเงื่อนไขที่สมมติเลยก็ตาม  

การวิเคราะห์แบบจ�ำลองสมการโครงสร้าง เป็นการศึกษาความสัมพันธ์เชิงสาเหตุที่มี

ประสิทธิภาพ และมีการสร้างความแข็งแกร่งให้กับงานวิจัย ทั้งในแง่ของความเที่ยงตรง

ภายใน (internal validity) ที่จะได้จากแบบแผนการวิจัย และความเที่ยงตรงในการ 

สรุปผลทางสถติ ิ(statistical conclusion validity) ทีจ่ะได้จากการใช้วิเคราะห์แบบจ�ำลอง

สมการโครงสร้าง ซึ่งเป็นสถิติที่มีอ�ำนาจทดสอบ (power) สูงในกรณีที่มีหลายตัวแปร 

(Tenko & Marcoulides, 2006)

	 ปัจจุบันมีการน�ำเทคนิคการวิเคราะห์หลายตัวแปรมาใช้ในการวิจัยอย่าง 

แพร่หลาย ไม่ว่าจะเป็น Multiple Regression Analysis, Logistic Regression Analysis,

Cluster Analysis, Factor Analysis, Discriminant Analysis เป็นต้น (Mulaik & Millsap, 2000) 
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โดยเทคนคิท่ีกล่าวมาถอืว่าเป็นเคร่ืองมือทีใ่ช้ในการวเิคราะห์ข้อมูลอย่างมีประสทิธภิาพ

มาก แต่ยังมีข้อเสีย คือ เทคนิคดังกล่าวสามารถตรวจสอบความสัมพันธ์เชิงสาเหตุได้

ครั้งละ 1 ความสัมพันธ์เท่านั้น หรือมีตัวแปรตามได้เพียงครั้งละ 1 ตัวแปรเท่านั้น ถึงแม้

จะมีเทคนิคที่สามารถวิเคราะห์ตัวแปรตามได้คร้ังละหลายๆ ตัวแปร เช่น MANOVA, 

Canonical Correlation แต่ทั้ง 2 เทคนิคดังกล่าวจะสามารถวิเคราะห์ความสัมพันธ์เชิง

สาเหตุระหว่างตัวแปรต้นและตัวแปรตามได้ครั้งละ 1 ความสัมพันธ์เท่านั้น แต่ในขณะที่

การวิเคราะห์แบบจ�ำลองสมการโครงสร้าง สามารถตรวจสอบความสัมพันธ์ได้หลายๆ 

สมการในเวลาเดียวกัน และตวัแปรบางตวัในสมการโครงสร้าง สามารถเป็นได้ท้ังตวัแปร

ต้นและตัวแปรตาม นอกจากนั้นการวิเคราะห์แบบจ�ำลองสมการโครงสร้าง ยังสามารถ

ใช้วิเคราะห์ได้ทั้งตัวแปรสังเกตได้และตัวแปรแฝง ซึ่งเทคนิคอื่นๆ ข้างต้นสามารถ

วิเคราะห์ได้เฉพาะตัวแปรสังเกตได้เท่านั้น

การทบทวนวรรณกรรม (Literature review)

	 Vanitbuncha (2015)  ได้กล่าวถึง “การทบทวนวรรณกรรม” ว่าเป็นสิ่งส�ำคัญ

ในล�ำดับต้นๆ ในการท�ำวิจัยของทุกระดับชั้น ตั้งแต่การวิจัยพื้นฐาน (basic research) 

การวิจัยเชิงประยุกต์ (apply research) จนถึงการวิจัยเชิงทดลอง (experimental 

research) โดยการทบทวนวรรณกรรม หมายถึง แนวคิด ทฤษฏี และงานวิจัยต่างๆ ที่

เก่ียวข้องกับปัญหาการวิจัย ท่ีผู้วิจัยสนใจท่ีจะหาค�ำตอบ การทบทวนวรรณกรรมท่ี

เกี่ยวข้องสามารถศึกษาได้  ทั้งในชั้นปฐมภูมิ (first data) และชั้นทุติยภูมิ (secondary) 

ทีเ่ป็นข้อมูลทีมี่ความส�ำคญัในการน�ำปัจจยัต่างๆ มาใช้ในงานวจิยั โดยมีหลกัการทบทวน

วรรณกรรมทีเ่ก่ียวข้องและขัน้ตอนการทบทวนเอกสารและวรรณกรรม ประกอบไปด้วย 

การวิเคราะห์และการระบุปัญหาการวิจัย การค้นหาค�ำส�ำคัญ (keywords) การทบทวน

จากเอกสารหลักฐานต่างแหล่งข้อมูลต่างๆ จากประสบการณ์ของผู้วิจัยพบว่า การ

ก�ำหนดค�ำส�ำคัญของตัวแปรตาม (keywords) เป็นตัวใดตัวหนึ่งก่อน และเร่ิมท�ำการ

ค้นหาว่าตัวแปรต้นเหตุอะไรท่ีส่งผลหรือมีผลต่อตัวแปรตามท่ีก�ำหนดไว้ จากนั้น             

น�ำตัวแปรต้นเหตุท่ีค้นพบมาท�ำการสังเคราะห์ให้ได้ผลตรงกับวัตถุประสงค์ที่ก�ำลัง

ต้องการศึกษาอยู่โดยท�ำการเขียนเป็นกรอบแนวคิดเบ้ืองต้น เพื่อที่จะได้ท�ำการศึกษา  

ในรูปแบบของแบบจ�ำลองสมการโครงสร้างต่อไป

แบบจ�ำลองสมการโครงสร้าง (Structural Equation Modeling: SEM)

	 เป็นเทคนิคการวิเคราะห์ข้อมูลทางสถิติที่ใช้การยืนยันสมมติฐานในงานวิจัย   

ทีไ่ด้จากทฤษฏีทีเ่กีย่วข้อง หรือเนือ้หาทางทฤษฏีในรปูเชงิสาเหต ุประกอบด้วยอทิธพิล
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ทางตรง (Direct Effect: DE) และทางอิทธิทางอ้อม (Indirect Effect: IE) โดยสามารถ

แปลงสมมตฐิานงานวจิยัในรูปโมเดลทางคณติศาสตร์ ทีเ่ป็นเทคนคิทีแ่สดงความสัมพนัธ์

ที่คาดไว้ตามทฤษฏีของกลุ่มตัวแปร ซึ่งสามารถแสดงความสัมพันธ์ดังกล่าวในลักษณะ

ของรูปไดอะแกรมหรือที่เรียกว่าแผนภาพเส้นทาง (path diagram) 

	 การทดสอบสมมตฐิานทีเ่ขยีนขึน้ในเชงิทฤษฏีทีก่�ำหนดขึน้นัน้ จะประกอบด้วย

ตัวแปรต้นและตัวแปรตาม โดยตัวแปรน้ันไม่เป็นอิสระจากกัน ต่างมีความสัมพันธ ์       

ร่วมกันไม่มากก็น้อย และทฤษฎีก�ำหนดไว้เพื่อหาค่าสัมประสิทธ์ิเชิงสาเหตุเพื่ออธิบาย

ถึงผลลัพธ์ทางตรง และผลกระทบทางอ้อม ซึ่งมีการวิเคราะห์ที่มีการควบคุมค่าความ

แปรปรวนระหว่างตวัแปรต้นและตวัแปรตามในกระบวนการความสมัพนัธ์ระหว่างตวัแปร

ทั้งในเชิงทฤษฎี โดยสามารถประยุกต์วิธีการวิเคราะห์ต่างๆ เข้าด้วยกัน ได้แก่ (1) การ

วิเคราะห์เส้นทางความสัมพันธ์เชิงสาเหตุระหว่างตัวแปร (path analysis) (2) การ

วิเคราะห์องค์ประกอบเชิงยืนยัน (Confirmatory Factor Analysis: CFA) (3) การจ�ำลอง

สาเหตุเกี่ยวกับตัวแปรแฝง (causal modeling with latent variable) (4) การวิเคราะห์

การเปลี่ยนแปลงของความแปรปรวน (even analysis of variance) (5) การวิเคราะห์

การถดถอยเชิงเส้นหลายตัวแปร (multiple linear regression analysis) (Marcoulides 

& Schumacker, 2001)

	 ตวัแบบสมการโครงสร้างในรูปทัว่ไปคอืเม่ือพจิารณาถงึความสัมพนัธ์เชงิสาเหตุ

ในงานวิจัยจะพบความสัมพันธ์ที่เก่ียวเนื่องกันและมีความซับซ้อน ท�ำให้การสร้าง          

ตวัแบบเชงิสาเหตนุ�ำสูก่ารสร้างตวัแบบสมการโครงสร้าง รูปแบบสมการคอืการวเิคราะห์

ข้อมูลจะต้องเป็นไปตามข้อตกลงเบื้องต้น ซึ่งข้อตกลงเบื้องต้นของ แบบจ�ำลองสมการ

โครงสร้างจะมีความยืดหยุ่นมากกว่าข้อตกลงของสมการเชิงเส้นทั่วๆ ไป ได้แก่  

(1) ตัวแปรอิสระซ่ึงเป็นตัวแปรแฝงภายนอก (exogenous) และตัวแปรแฝงภายใน 

(endogenous) และตวัแปรตาม ไม่จ�ำเป็นต้องมีการแจกแจงแบบปกต ิ (2) ค่าความคลาด

เคล่ือนต้องเป็นการแจกแจงแบบปกติ (3) ค่าความคลาดเคลื่อนของตัวแปรภายนอก

แต่ละตัวต้องเป็นอิสระกัน (4) ลักษณะความสัมพันธ์ระหว่างตัวแปรท้ังหมดในตัวแบบ

เป็นความสัมพนัธ์เชงิเส้น (linear) แบบบวก (additive) และเป็นความสมัพนัธ์เชงิสาเหต ุ

(5) มีความสอดคล้องกันหรือความสัมพันธ์กันระหว่างตัวแปร ถ้าตัวแปรภายนอกหรือ

ตัวแปรภายในไม่สอดคล้องกันแล้ว จะสังเกตได้ว่าตัวแปรที่แฝงอยู่มีความสอดคล้องกัน

หรือไม่ ถ้าสอดคล้องกันก็สามารถน�ำมาวิเคราะห์ได้ และถ้าตัวแปรตามไม่มีความ

สอดคล้องกันแล้ว ตัวแบบสมการโครงสร้างจะไม่สามารถน�ำมาค�ำนวณได้ (6) ขนาด   

ของกลุ่มตัวอย่างจะต้องมีอย่างน้อย 100 (น้อยที่สุด) แต่จากหนังสือเรื่อง A Beginner’s 

Guide to Structural Equation Modeling ของ Schumacher & Lomax (2010)  
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กล่าวไว้ว่า จ�ำนวนกลุ่มตัวอย่างขั้นต�่ำตามเกณฑ์ของการวิเคราะห์สมการโครงสร้าง 

สามารถค�ำนวณได้จากการน�ำตัวแปรสังเกตได้ในกรอบแนวคิดท้ังหมดคูณด้วย                 

5 - 20 เท่า ตัวแบบสมการโครงสร้างในรูปทั่วไป คือ

	

		   y = i + Xb + e
	

	 เม่ือพิจารณาถึงความสัมพันธ์เชิงสาเหตุในงานวิจัยจะพบความสัมพันธ์ที่      

เก่ียวเนือ่งกันและมีความซบัซ้อน ท�ำให้การสร้างตวัแบบเชงิสาเหตนุ�ำสูก่ารสร้างตวัแบบ

สมการโครงสร้าง รูปแบบสมการคือ 

	

		  η = Βη + Γξ +ζ

	

	 ขัน้ตอนการด�ำเนนิงานของการวเิคราะห์สมการโครงสร้าง (structural equation 

analysis) มีขั้นตอน คือ การสร้างตัวแบบเชิงสาเหตุตามสมมติฐาน สร้างเครื่องมือและ

เก็บรวบรวมข้อมูลการวิเคราะห์เส้นทางความสัมพันธ์เชิงสาเหตุระหว่างตัวแปร                

ที่ประกอบด้วยการวิเคราะห์ตัวแบบเชิงสาเหตุแบบเต็มรูป วิเคราะห์ตัวแบบเชิงสาเหตุ

ตามสมมติฐาน การทดสอบตัวแบบเชิงสาเหตุตามสมมติฐาน และการค�ำนวณผล          

ทางตรง ผลทางอ้อมและผลรวม และสุดท้ายคือการสรุปผลเชิงสาเหตุของตัวแปรอิสระ

ที่มีต่อตัวแปรตาม

	 เม่ือสามารถวิเคราะห์และสร้างตัวแบบ เพื่อตอบค�ำถามงานวิจัยได้แล้วนั้น    

การสร้างแผนภาพของแบบจ�ำลองสมการโครงสร้างโดยจึงได้มีการพัฒนาโปรแกรม

คอมพิวเตอร์เพื่อใช้กับการสร้าง มีดังนี้ โปรแกรม EQS พัฒนาโดย P.M. Bentler ในปี 

ค.ศ.1980, โปรแกรม LISCOMP พัฒนาโดย B. Muthen ในปี ค.ศ.1987, โปรแกรม 

LINCS พัฒนาโดย R. Schoenberg และ G. Arminger ในปี ค.ศ.1988, โปรแกรม 

EzPATH พัฒนาโดย J.H. Steiger ในปี ค.ศ.1989, โปรแกรม Analysis of Moment 

Structure: AMOS พัฒนาโดย J. Arbuuckle และโปรแกรม PROCCALIS พัฒนาโดย 

SAS Institue ในปี ค.ศ.1990 (Vanitbuncha, 2015) ซึ่งโปรแกรมเหล่านี้ได้พัฒนาขึ้นมา

เพือ่ช่วยสร้างตวัแบบการวจิยัแบบจ�ำลองสมการโครงสร้าง การวาดแบบตวัอย่างโดยใช้

กราฟฟิกจากโปรแกรม Analysis of Moment Structure: AMOS เพือ่ให้เหน็แผนภมิูเส้น

ทางความสมัพนัธ์ระหว่างตวัแปรต่างๆ ได้อย่างชดัเจนขึน้มากกว่าการเขยีนเป็นสมการ

ทางคณิตศาสตร์ ดังตัวอย่างแผนภาพต่อไปนี้
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ภาพที ่1 การแสดงแผนภูมิเส้นทางความสัมพันธ์ระหว่างตัวแปร

ที่มา: Schumacker & Lomax (2010)

	 ความหมายต่างๆ ของสัญลักษณ์ในแผนภูมิเส้นทางความสัมพันธ์ระหว่าง

ตัวแปรในภาพที่ 1  ดังนี้

	 1) ตัวแปรแฝง (Latent Constructs) มีลักษณะการวัดที่เป็นนามธรรม เช่น 

เชาวน์ปัญญาหรือเจตคตทิีสั่งเกตจากพฤตกิรรม แบ่งเป็น 2 ชนดิ คอื ตวัแปรแฝงภายใน 

(Exogenous; η = eta) เป็นตัวแปรตามในสมการเดียว และตัวแปรแฝงภายนอก 
(Endogenous; ξ = ksi) เป็นตัวแปรอิสระในทุกสมการ ตัวแปรแฝงภายในแต่ละตัว       
จะตกเป็นเป้าของตัวลูกศรอย่างน้อย 1 ด้าน ขณะที่ตัวแปรแฝงภายนอกเป็นต้นก�ำเนิด

ลูกศรทั้ง 2 ด้าน

	 2) ลูกศรหวัเดียวแสดงถงึความสมัพนัธ์เชงิสาเหต ุ(ผลกระทบทางตรงข้ามของ

ตัวแปรหนึ่งมีผลต่อตัวแปรหนึ่ง และลูกศรสองหัวแสดงถึงความสัมพันธ์เชิงสหสัมพันธ์

	 3) พารามิเตอร์ท่ีน�ำเสนอสหสัมพันธ์ของความสัมพันธ์ระหว่างตัวแปรแฝง 

ได้แก่ 

	 	 3.1 ค่า gamma ( γ ): ส�ำหรับการถดถอยของตัวแปรแฝงภายในบน
ตัวแปรแฝงภายนอก
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	 	 3.2 ค่า beta ( β ): การถดถอยของตัวแปรแฝงภายในตัวหนึ่งบน
ตัวแปรแฝงภายในอีกตัวหนึ่ง

	 	 3.3 ค่า phi ( φ ): ส�ำหรับความแปรปรวนจากตัวท�ำนายร่วมกันของ
ตัวแปรแฝงภายนอกที่อยู่นอกตัวแบบที่พิจารณาระหว่างตัวแปรแฝงภายนอก

	 	 3.4 ค่า zeta ( ζ ): ความคลาดเคลื่อนของโครงสร้าง
	 	 3.5 ค่า psi ( ψ ): พารามิเตอร์ของความแปรปรวนร่วมระหว่าง
ความคลาดเคลื่อน

	 	 3.6 ค่า lambda (λ): ค่าน�้ำหนักที่เชื่อมโยงโครงสร้างการวัดเมตริกซ์ 
lambda มี 2 ชุด โดยอยู่ด้านตัวแปร x 1 ชุด แล้วด้านตัวแปร y อีก 1 ชุด

	 	 3.7 ค่า epsilon (ε): ความคลาดเคล่ือนในการวัดที่สัมพันธ์กับ 

การวัด y, ค่า delta (δ): ความคลาดเคลื่อนในการวัดที่สัมพันธ์กับการวัด x
	 	 3.8 ค่า B: อิทธิพลทางตรงของตัวแปร η บนตัวแปร η อื่นๆ
	 	 3.9 ค่า Γ: อิทธิพลทางตรงของตัวแปร ξ บนตัวแปร η
	 	 3.10 ค่า x: ตัวแปรที่สังเกตได้ที่เป็นตัวแปรอิสระ (ตัวบ่งชี้)

	 	 3.11 ค่า y: ตัวแปรที่สังเกตได้ที่เป็นตัวแปรตาม (ตัวบ่งชี้)

	 4) สัมประสิทธิ์บนลูกศร: ในสัมประสิทธิ์จะมีตัวห้อย 2 ตัว ได้แก่ ลูกศร            

ทางเดียว ตวัแรกเป็นตวัแปรเป้าหมายของลกูศร และตวัท่ีสองเป็นตวัแปรต้นก�ำเนดิของ

ลูกศร, ลูกศรสองทางตัวห้อย 2 ตัวสลับที่กันได้ และลูกศรไม่มีสัมประสิทธิ์ ถือว่ามีค่า

สัมประสิทธิ์ เป็น 1

โปรแกรม Analysis of Moment Structure: AMOS

	 การน�ำโปรแกรม Analysis of Moment Structure: AMOS มาช่วยแก้ปัญหา

ในการวิเคราะห์แบบจ�ำลองสมการโครงสร้างที่มีจุดเด่นอยู่ 5 ประการ คือ 

	 1) พืน้ฐานในการวเิคราะห์ข้อมูลและการประมาณค่าพารามิเตอร์ โดยใช้ทฤษฎี

ทางสถิติวิธี Maximum Likelihood Statistical Method: ML เพื่อแก้ปัญหาข้อตกลง    

เบื้องต้นในส่วนของลักษณะการแจกแจงของตัวแปร และค่าพารามิเตอร์ที่ไม่ทราบค่า

	 2) ลักษณะของตัวแบบ มี 2 ลักษณะ คือ ตัวแบบการวัด เพื่อแก้ปัญหา

ความคลาดเคลื่อนในการวัด โดยใช้หลักการวิเคราะห์องค์ประกอบเพื่อยืนยัน หรือการ

วิเคราะห์ยืนยันองค์ประกอบในการประมาณค่าตัวแปรแฝงตามตัวแบบความสัมพันธ์

โครงสร้างเชงิเส้นระหว่างตวัแปรท่ีสังเกตได้กับตวัแปรแฝง แล้วใช้ตวัแปรแฝงไปวเิคราะห์

ข้อมูล และตวัแบบสมการโครงสร้างจะครอบคลมุลักษณะความสัมพนัธ์โครงสร้างเชงิเส้น

ทกุรูปแบบ จงึสามารถวเิคราะห์ข้อมูลได้ไม่ว่าเป็นการวเิคราะห์ความสมัพนัธ์เชงิสาเหต ุ
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ตัวแบบแบบอิทธิพลทางเดียว หรือแบบอิทธิพลย้อนกลับ

	 3) สามารถปรับเปล่ียนเส้นทางอิทธิพลในตัวแบบหรือตรวจสอบความคลาด

เคล่ือนในการวัดของตัวแปร โดยการตรวจสอบความสัมพันธ์โครงสร้างระหว่างตัวแปร

ตามทฤษฎีได้หลายวิธี โดยใช้ ไคสแควร์ (χ2) ดัชนีวัดความพอเหมาะพอดี หรือดัชนีวัด

ระดับความกลมกลืน (Goodness of fit index = GFI) รากของค่าเฉล่ียก�ำลงัสองของเศษ

เหลือ (Root of mean square residuals = RMR) เป็นต้น

	 4) ข้อจ�ำกัดในเร่ืองข้อตกลงเบ้ืองต้นมีน้อยกว่าท�ำให้ผลการวิเคราะห์มีความ

ถกูต้องมากกว่าการวเิคราะห์ข้อมูลแบบเดิม โดยเฉพาะข้อท่ีว่าด้วยความสมัพนัธ์ระหว่าง

ความคลาดเคล่ือน และตัวแปรท่ีวัดได้หรือสังเกตได้ต้องไม่มีความคลาดเคล่ือน ข้อมูล

ส่วนใหญ่จะไม่เป็นไปตามข้อตกลงนี้

	 5) การเตรยีมข้อมูล การสร้างข้อมูล กระท�ำได้แม้ข้อมูลจะเป็นตวัแปรทีมี่ระดับ

การวัดแบบเรียงอันดับ หรือมีตัวแปรเซ็นเซอร์ทั้งบนและล่าง ซึ่งเป็นตัวแปรที่มีการ

แจกแจงไม่เป็นแบบปกติ ข้อมูลมีความถี่มากๆ ที่ค่าใดค่าหนึ่ง 

การก�ำหนดตัวแบบ (Model Design)

	 Schumacker & Lomax (2010) ได้กล่าวถงึการก�ำหนดตวัแปรและความสัมพนัธ์

ของตัวแปรให้ชัดเจน โดยตัวแปรภายนอกจะพิจารณาให้เป็นจุดเร่ิมต้นของตัวแบบ 

ตัวแปรภายในเป็นได้ทั้งตัวแปรท�ำนายและตัวแปรเกณฑ์ท่ีถูกท�ำนายด้วยตัวแปร

ภายนอก และตวัแปรภายในอืน่ๆ ซึง่ทกุตวัแปรต้องอยูภ่ายใต้ทฤษฎใีนการเชือ่มโยงกัน 

และสามารถสร้างตัวแบบสมการเชิงสาเหตุ ซ่ึงเป็นรูปแบบของเมทริกซ์จะถูกก�ำหนด

โดยสมการ 3 รูปแบบคือ

	 1) ตัวแบบสมการโครงสร้าง (Structural Equation Model) เป็นความ

สัมพันธ์เชิงสาเหตุระหว่างตัวแปร โดยจะอธิบายอิทธิพลในเชิงเหตุและผล	 	

	 2) ตัวแบบการวัด (Measurement Model) เป็นตัวแปรแฝงหรือโครงสร้าง

สมมติฐานที่ขึ้นอยู่กับหรือถูกบ่งชี้โดยตัวแปรสังเกต ตัวแปรแฝงจะอธิบายคุณลักษณะ

ก า ร วดั (ความเชือ่ม่ัน) ของตวัแปร

สังเกต
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	 จากตัวแบบสมการโครงสร้างและตัวแบบการวัดดังที่กล่าวมา น�ำมาสร้าง         

เมทริกซ์เพื่อน�ำมาใช้ในการหาตัวแบบ โดยแบ่งเป็น 3 กลุ่มประเภทของเมทริกซ์ คือ 	

	 กลุ่มที่ 1 แทนพารามิเตอร์ รวม 8 พารามิเตอร์ (ตัวแบบใหญ่) จ�ำแนกเป็น 2 

กลุ่มย่อย คือ 	 	

	 	 1.1 พารามิเตอร์ตามเส้นทางอทิธพิลระหว่างตวัแปรในตวัแบบ ได้แก่  

Β, Γ และ Λ หรือ แทนสัญลักษณ์เมทริกซ์ คือ [BE], [GA], [LX] และ [LY] ตามล�ำดับ

	 	 1.2 พารามิเตอร์ของความแปรปรวน-ความแปรปรวนร่วม ระหว่าง

ตัวแปรภายนอกแอบแฝง และระหว่างตัวแปรความคลาดเคลื่อน ได้แก่ เมทริกซ์ความ

แปรปรวนและความแปรปรวนร่วมระหว่างตัวแปรแฝงภายใน คือ PH, เมทริกซ์ความ

แปรปรวนและความแปรปรวนร่วมระหว่างตวัแปรความคลาดเคลือ่น (ตวัแปรความคลาด

เคลื่อนทุกตัวไม่สัมพันธ์กัน มีค่าเป็น 0) คือ PS ซึ่งเป็นของ ζ , TD ซึ่งเป็นของ δ, และ 
TE ซึ่งเป็นของ ε
	 กลุ่มที่ 2 แทนค่าเวคเตอร์ตัวแปร รวม 4 เวคเตอร์ คือ η,ξ , X แ ละ Y หรือ 
แทนสัญลักษณ์เมทริกซ์ คือ [E], [K], [X] และ [Y] ตามล�ำดับ

	 กลุ่มที่ 3 แทนค่าเวคเตอร์ความคลาดเคลื่อน 3 เวคเตอร์ คือ ζ ,δ และ ε หรือ 
แทนสัญลักษณ์เมทริกซ์ คือ [z], [d] และ [e] ตามล�ำดับ

	 ในการวิจัยอาจจะไม่มีตัวแปรครบทุกชนิดตามตัวแบบใหญ่ อาจจะมีเพียง      

บางส่วนย่อยของตวัแบบใหญ่ เรียกว่าตวัแบบย่อย (sub-model) และเมทริกซ์พารามิเตอร์

มีไม่ครบทั้ง 8 เมทริกซ์ก็ได้ โดยได้แบ่งเป็นตัวแบบ 3 กลุ่มย่อย คือ

	 กลุ่มย่อยท่ี 1 ตัวแบบการวัดและตัวแบบส�ำหรับการวิเคราะห์องค์ประกอบ     

เชิงยืนยัน (Measurement Model and Confirmatory Factor Analysis Models) ซึ่งจะ

มีแต่ตัวแปรภายนอก (แฝงและสังเกตได้) จะไม่มีตัวแปรภายใน(ท้ังแฝงและสังเกตได้) 

ตัวแบบเขียนในรูปสมการของเมทริกซ์ตัวแปรความคลาดเคลื่อน และพารามิเตอร์ ดังนี้         

 

            [Χ] = [LΧ][Κ]+[d ]

	 กลุ่มย่อยที่ 2 ตัวแบบความสัมพันธ์โครงสร้างเชิงสาเหตุ (Causal Structural 

Models) ทั้งแบบที่มีและไม่มีความคลาดเคลื่อนในการวัด

	 	 1. ตวัแบบไม่มีความคลาดเคลือ่นในการวดั จะมีแต่ตวัแปรสงัเกต ได้ 

ไม่มีตัวแปรแฝง เขียนในรูปสมการของเมทริกซ์ตัวแปรความคลาดเคลื่อน และ

พารามิเตอร์ ดังนี้

		  [Y ] = [LY ][Ε]+[e]
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		  2. ตวัแบบมีความคลาดเคลือ่นในการวดั จะมีตวัแปรครบทกุประเภท 

ทั้งสมการตัวแบบโครงสร้างและสมการตัวแบบการวัดสองสมการ และมีสถานะของ       

เมทริกซ์ GA, BE, PS, PH, LY และ TE

	 กลุ่มย่อยที่ 3 ตัวแบบไม่มีตัวแปรภายนอกสังเกตได้ แต่มีตัวแปรภายนอกแฝง 

ตัวแปรภายในแฝง และตัวแปรภายในสังเกตได้เท่านั้น ในบางกรณีอาจไม่มีตัวแปร

ภายนอกแฝง เขยีนในรปูสมการของเมทรกิซ์ตวัแปรความคลาดเคล่ือน และพารามิเตอร์ 

ดังนี้ 

	 มีสถานะของเมทริกซ์ GA, BE, PS, PH, LY และ TE เท่านั้น ในกรณีไม่มี

ตัวแปรภายนอกแฝง มีสถานะของเมทริกซ์ BE, PS, LY และ TE เท่านั้น โดยรูปแบบ

ของเมทริกซ์มีดังนี้

	 	 1. ตัวแบบสมการโครงสร้าง

หรือ 	
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	 	 2. ตัวแบบการวัดส�ำหรับตัวแปรภายนอก

	

	

		

หรือ 	

		

	

	 	 3. ตัวแบบการวัดส�ำหรับตัวแปรภายใน 	

	

หรือ 	

		

โดยมีข้อมูลน�ำเข้าอยู่ 2 ชนิด คือ เมทริกซ์สหสัมพันธ์ และเมทริกซ์ความแปรปรวนร่วม

เมทริกซ์ความแปรปรวนและความแปรปรวนร่วม
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	 การประเมินความเหมาะสมของตัวแบบ โดยแบ่งเครื่องมือในการประเมินเป็น 

3 กลุ่ม คือ การตรวจสอบการประมาณค่าพารามิเตอร์ (Examination of the solution) 

ได้แก่

	 1. ค่าพารามิเตอร์ในเมทริกซ์ต่างๆ ท่ีเก่ียวข้องในตัวแบบ (มีค่าพารามิเตอร์

ครบหรือไม่)

	 2. ความคลาดเคล่ือนมาตรฐาน (มีค่าน้อยบ่งบอกถึง การตัดสินใจที่ดี) และ 

t-value (มีค่ามากกว่า 2.00 บอกถึง พารามิเตอร์นั้นมีค่าแตกต่างจากศูนย์) ซึ่งทั้ง 2 วิธี

นี้ได้แสดงในวิธีการประมาณค่าพารามิเตอร์

	 3. เมทริกซ์สหสัมพันธ์ของการประมาณค่าพารามิเตอร ์ (ถ้ามีพารามิเตอร์ 2 

ตวัหรือมากกว่า มีความสมัพนัธ์กันสูง ตวัแบบและพารามิเตอร์ก็จะไม่สอดคล้องกับข้อมูล

	 4. สหสัมพันธ์พหุคูณก�ำลังสอง (โปรแกรมจะให้มาส�ำหรับตัวแปรสังเกตแต่ละ

ตวั) และสมัประสทิธิก์ารอธบิาย (โปรแกรมจะแสดงของกลุ่มตวัแปรในแต่ละองค์ประกอบ)

การประมาณค่าความสอดคล้องของตัวแบบ (Measures of overall fit)

	 Schumacker & Lomax (2010) ได้กล่าวถึงการประมาณค่าความสอดคล้อง

ของตัวแบบ (Measures of overall fit) ไว้ในหนังสือ A beginner’s guide to structural 

equation modeling. (3rd Edition) ดังนี้

	 1. ค่า χ 2 : Chi-square เป็นสถิติที่ใช้ทดสอบภายใต้สมมติฐานหลักคือ ตัวแบบ

มีความสอดคล้องกับข้อมูล ถ้า χ 2 มีค่ามากจนมีนัยส�ำคัญทางสถิติแสดงว่า ตัวแบบไม่

สอดคล้องกับข้อมูล ถ้า χ 2 มีค่าน้อยจนไม่มีนยัส�ำคัญทางสถติแิสดงว่าตวัแบบสอดคล้อง

กับข้อมูล

	 การใช้ค่า Chi-square ต้องใช้ด้วยความระมัดระวัง เพราะข้อตกลงเบ้ืองต้น     

มีอยู ่4 ประการ คอื ตวัแปรภายนอกสงัเกตได้ต้องมีการแจกแจงปกต ิการวเิคราะห์ข้อมูล

ต้องใช้เมทริกซ์ ความแปรปรวน-ความแปรปรวนร่วมในการค�ำนวณ ขนาดของ            

กลุ่มตัวอย่างต้องมีขนาดใหญ่เท่านั้น และฟังก์ชันความกลมกลืนมีค่าเป็นศูนย์จริง         

ตามสมมติฐานที่ใช้การทดสอบ Chi-square

	 2. ดัชนีเปรียบเทียบตัวแบบ (Comparative Fit) เป็นดัชนีท่ีใช้เปรียบเทียบ    

ตวัแบบพืน้ฐาน (baseline) ซึง่ตวัแบบพืน้ฐานจะถกูเรยีกว่า “Null” หรือ “Independence” 

เป็นตัวแบบที่ไม่มีความสัมพันธ์ระหว่างตัวแปรท้ังหมด (ไม่มีเส้นทางเชื่อมโยงระหว่าง

ตัวแปร) หรือตัวแบบที่เมทริกซ์ความแปรปรวนร่วม กับตัวแบบตามทฤษฏีหรือตัวแบบ

ตามสมมติฐาน จะถูกเรียกว่า “Model” ที่มี df หรือ d คือ Degree of freedom ของ         

ตัวแบบ
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	 3. ดัชนีรากของค่าเฉล่ียก�ำลังสองของส่วนเหลือ (Root mean squared 

residual: RMR) ใช้เฉพาะกรณทีีเ่ป็นการเปรยีบเทยีบโดยใช้ข้อมูลชดุเดียวกัน โดยดัชนี

นีจ้ะบอกขนาดของส่วนท่ีเหลอืจากการเปรยีบเทียบระดับความกลมกลนืของตวัแบบสอง

ตัวแบบกับข้อมูลเชิงประจักษ์ และจะใช้ได้ดีเม่ือตัวแปรภายนอกและตัวแปรสังเกตได ้

เป็นตวัแปรมาตรฐาน ค่าดัชนย่ิีงเข้าใกล้ศูนย์ แสดงว่าตวัแบบมีความกลมกลนืกับข้อมูล

เชิงประจักษ์

	 4. ดัชนีวัดระดับความกลมกลืน (Goodness-of-fit indices: GFI) ดัชนีท่ีใช้

ประโยชน์จากค่า Chi-square ในการเปรียบเทียบระดับความสอดคล้องกลมกลืนกับ

ข้อมูลเชงิประจกัษ์ของตวัแบบสองตวัแบบ ซึง่ข้อมูลอาจจะมาจากข้อมูลชดุเดียวกันหรือ

ข้อมูลต่างชดุกันก็ได้ โดยดัชนนีีไ้ด้จากการหาอตัราส่วนของผลต่างระหว่างฟังก์ชนัความ

กลมกลืน (fit or not-fitting function) จากตัวแบบก่อนปรับ (ที่มีค่า Chi-square สูง) และ

หลงัปรับ (ท่ีมีค่า Chi-square ลดลงมากกว่าค่าแรก) กับฟังก์ชนัความกลมกลนืก่อนปรบั

ตัวแบบ เป็นค่าที่ไม่ข้ึนอยู่กับขนาดของกลุ่มตัวอย่าง ยิ่งมีค่าเข้าใกล้ 1.00 แสดงว่า       

ตวัแบบมีความกลมกลืนกบัข้อมูลเชงิประจกัษ์ อกีทัง้ยังเหมาะกับการทดสอบความตรง

ไขว้อย่างละเอียด (cross validation)  ที่มีการน�ำตัวแบบไปทดสอบกบักลุ่มตัวอย่างย่อย

ที่ถูกสุ่มมาเนื่องจากไม่มีกลุ่มตัวอย่างต่างชุด และกลุ่มตัวอย่างที่ท�ำการวิจัยขนาดใหญ่

มาก

	 5. ดัชนีวัดระดับความกลมกลืนที่ปรับแก้แล้ว (Adjust GFI: AGFI) เป็นการน�ำ

ดัชนี GFI มาปรับแก้ โดยค�ำนึงถึงขนาดขององศาอิสระ ซึ่งรวมทั้งจ�ำนวนตัวแปรและ

ขนาดของกลุ่มตวัอย่าง ในการเปรียบเทยีบตวัแบบสองตวัแบบ ข้อมูลอาจจะมาจากข้อมูล

ชุดเดียวกันหรือข้อมูลต่างชุดกันก็ได้	

	 6. รากก�ำลังสองเฉลี่ยของค่าความแตกต่าง (Root mean square error off 

approximation: RMSEA) เม่ือข้อตกลงเบ้ืองต้นของค่า Chi-square ที่ว่าตัวแบบการ

วิจัยมีความตรงนั้นไม่สอดคล้องกับความเป็นจริง และไม่ให้ค่าสถิติขึ้นอยู่กับองศาอิสระ

และเหมาะกับการทดสอบความตรงไขว้อย่างละเอียด (cross validation) ที่มีการน�ำ       

ตัวแบบไปทดสอบกับกลุ่มตัวอย่างย่อยท่ีถูกสุ่มมาเนื่องจากไม่มีกลุ่มตัวอย่างต่างชุด   

และกลุ่มตัวอย่างท่ีท�ำการวิจัยขนาดใหญ่มาก และวิธีนี้เป็นวิธีท่ีนิยมน�ำมาพิจารณาถึง

ความสอดคล้องกันมาก

	 7. NFI (Norm fit index) ใช้เปรียบเทียบตัวแบบการวิจัยว่ามีความกลมกลืนสูง

กว่าตัวแบบอิสระ (ตัวแบบที่ตัวแปรสังเกตได้ทั้งหมดเป็นอิสระกัน) มากน้อยเพียงไร   

โดยจะบ่งชี้เป็นเปอร์เซ็นต์ท่ีสอดคล้อง และเหมาะที่จะใช้เพื่อเปรียบเทียบกับตัวแบบ

อิสระที่ให้ค่า Chi-square สูงมาก
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	 8. RFI (Relative fit index) มีความหมายเช่นเดียวกับค่า NFI แต่ไม่ได้แสดง

ผลเป็นเปอร์เซ็นต์ แสดงเพียงความมากน้อยของความกลมกลืนที่ของตัวแบบการวิจัย

สูงกว่าตัวแบบอิสระ

	 9. IFI (Incremental fit index) มีความหมายเช่นเดียวกับค่า RFI แต่ให้ความ

ส�ำคัญกับการเปรียบเทียบกันระหว่างจ�ำนวนองศาอิสระของทั้งสองตัวแบบ

	 อนึ่ง การประมาณค่าความสอดคล้องของตัวแบบ (measures of overall fit) 

อาจจะมีนักวิชาการบางท่านที่มีความเห็นที่แตกต่างออกไปเช่น Joreskog & Sorbom 

(2012) ที่ก�ำหนดค่า RMR, RMSEA <0.01 และค่า GFI, AGFI, NFI, RFI และ IFI >0.95 

เป็นต้น

ตารางที่ 1 ดัชนีตัวแบบ (Comparative Fit)
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	 รายละเอียดอื่นๆ ในการประเมินความเหมาะสม (detailed assessment of fit) 

คือ การตรวจสอบหาแหล่งที่ท�ำให้ตัวแบบไม่มีประสิทธิภาพ

	 1. ส่วนเหลือมาตรฐาน (Standardized residuals) จะแสดงในรูป Stem and 

leaf plot (หากค่ากระจายไปทางบวกมากหรอืลบมาก อาจจะเป็นไปได้ว่า มีการประมาณ

ค่าสูงหาต�่ำกว่าความเป็นจริง) และ Q-plot (ถ้าเบี่ยงเบนไปจากจุดที่อยู่แน่นในบริเวณ

ของเส้น 45 องศา บงชี้ถึงความไม่เป็นโค้งปกติของตัวแปรหรือความสัมพันธ์ที่ไม่เป็น

เชงิเส้นระหว่างตวัแปร) และถ้าค่าส่วนเหลือมาตรฐานมีค่ามากกว่า 2.58 บ่งชีว่้า ตวัแบบ

ไม่มีประสิทธิภาพเพียงพอ
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	 2. ดัชนกีารปรบัตวัแบบ (Modification index) เป็นค่าผลต่างของค่า Chi-square 

ระหว่าง 2 ตัวแบบ ถ้ามีค่ามากแสดงว่า พารามิเตอร์นั้นมีส่วนช่วยให้ตัวแบบสอดคล้อง

กับข้อมูล

การปรับโมเดล (Model modification)

	 การปรับโมเดล ประกอบด้วย 2 วิธี ได้แก่ การปรับโมเดลสมการโครงสร้าง    

ในส่วนท่ีเป็นความคลาดเคล่ือน และการปรับโมเดลสมการโครงสร้างในส่วนท่ีเป็นโมเดล

การวัดหรือโมเดลโครงสร้าง (Anderson & Gebing, 1988)

	 1. การปรับโมเดลสมการโครงสร้างในส่วนที่เป็นความคลาดเคล่ือนในการ

ประมาณค่าที่เกิดจากเคร่ืองมือที่ใช้ในการวัด ประเด็นนี้สามารถท�ำการปรับโมเดล         

ได้ทนัท ีไม่มีผลกระทบต่อโครงสร้างของโมเดลตามสมมตฐิาน เม่ือปรบัโมเดลจนได้     ค่า

ดัชนีตรวจสอบความสอดคล้อง ได้แก่ 1) ค่าสถิติทดสอบไคส-แควร์มีค่าน้อยกว่า      ค่า

ไคสแควร์เกณฑ์ หรือค่าไคสแควร์สัมพัทธ์มีค่าน้อยกว่าสอง 2) ค่าดัชนีตรวจสอบความ

กลมกลืน (GFI, AGFI, CFI, TLI และ NFI) มีค่ามากกว่า 0.90 และ 3) ค่าความ  คลาด

เคลื่อนของการประมาณค่า (RMSEA RMR SRMR) มีค่าน้อยกว่า 0.05 โดยที่    ค่า

พารามิเตอร์ของโมเดลการวัดและโมเดลสมการโครงสร้างทุกเส้นมีค่าแตกต่างจากศูนย์

อย่างมีนัยส�ำคัญทางสถิติ (|t| > 1.96) รวมทั้งมีทิศทางที่สมเหตุสมผลตามทฤษฎี จึงจะ

สามารถสรุปได้ว่าโมเดลสมการโครงสร้างท่ีพัฒนาขึ้นมีความสอดคล้องกับข้อมูลเชิง

ประจักษ์

	 2. การปรับโมเดลสมการโครงสร้างในส่วนที่เป็นการตัดหรือเพิ่มการประมาณ

ค่าพารามิเตอร์ของโมเดลการวัดและ/หรือโมเดลสมการโครงสร้าง ซึ่งจะท�ำให้เกิดการ

เปลี่ยนแปลง ซึ่งปัญหาอาจเกิดจากการที่โมเดลตามสมมติฐานที่ก�ำหนดขึ้นไม่มีความ

แข็งแรงเพยีงพอ ขาดการทบทวนอย่างถีถ้่วน การทบทวนทฤษฎแีละงานวจิยัทีเ่ก่ียวข้อง

แล้วยังไม่พบข้อสรุปที่ชัดเจน ประเด็นนี้ไม่สามารถกระท�ำได้ถ้าไม่มีการตั้งสมมติฐาน

ทางเลือกก่อนวิเคราะห์โมเดลสมการโครงสร้าง ดังนั้นถ้าผู้วิจัยไม่มั่นใจว่าโมเดลสมการ

โครงสร้างทีพ่ฒันาขึน้ จะสอดคล้องกับข้อมูลเชงิประจกัษ์หรือไม่ จ�ำเป็นต้องเสนอโมเดล

ทางเลอืก (alternative model) ก่อนท�ำการวเิคราะห์ข้อมูล โดยอาจเสนอโมเดลทางเลอืก

ไว้หลายทางเลือกก็ได้ โดยการคัดเลือกโมเดลที่ดีที่สุดนั้นจะต้องท�ำการปรับโมเดลจน

กระทัง่ค่าดัชนตีรวจสอบความสอดคล้องของโมเดลผ่านเกณฑ์ตามก�ำหนด หลงัจากนัน้

จึงท�ำการพิจารณาคัดเลือกโมเดลทางเลือกที่ดีที่สุดโดยใช้ค่าสถิติทดสอบ χ 2 Model - df, 

AIC หรือ BIC
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การพัฒนาโมเดล (Model Development)

	 Bollen (1989) ได้กล่าวถึงการพัฒนาตัวแบบไว้ 2 วิธี ได้แก่ 1) การพัฒนา

โมเดลสมการโครงสร้างด้วยวธิกีารแบบสองขัน้ตอน (Two step Approach to Modeling) 

และ 2) การพัฒนาโมเดลสมการโครงสร้างด้วยวิธีการแบบสี่ขั้นตอน (Four step 

Approach to Modeling) ดังนี้

	 วิธีที่ 1 การพัฒนาตัวแบบแบบสองขั้นตอน (Two step Approach to 

Modeling)

 	 ในปี 1988 Anderson และ Gerbing ได้เสนอวิธีการแบบสองขั้นตอน (Two 

step approach to modeling) ในการพัฒนาโมเดลสมการโครงสร้าง โดยมีขั้นตอนการ

พัฒนาโมเดลดังนี้

	 ขั้นตอนที่ 1 ตรวจสอบโมเดลการวัด (Measurement model) โดยพิจารณาว่า

ตัวแปรแฝงท่ีผู้วิจัยท�ำการศึกษาวัดมาจากตัวแปรสังเกตได้ที่ก�ำหนดไว้หรือไม่ ดังนั้น   

สิ่งที่ต้องด�ำเนินการในขั้นตอนน้ีก็คือต้องดูว่าตัวแปรแฝงในโมเดลสมการโครงสร้างที่

พฒันาข้ึนมีทัง้หมดก่ีตวัแปร และต้องท�ำการตรวจสอบโครงสร้างโมเดลการวดัของตวัแปร

แฝงทกุตวัแปรก่อนว่าสามารถวดัได้จากตวัแปรสงัเกตได้ท่ีก�ำหนดโดยใช้วธิกีารวเิคราะห์

องค์ประกอบเชิงยืนยัน (confirmatory factor analysis)

 	 ขั้นตอนที่ 2 วิเคราะห์โมเดลสมการโครงสร้าง (Structural model) พิจารณา

ความสอดคล้องของโมเดลที่พัฒนาขึ้นกับข้อมูลเชิงประจักษ์ โดยดูจากค่าดัชนีความ

สอดคล้องของโมเดล ค่าพารามิเตอร์แต่ละเส้น และความสมเหตุสมผลของขนาดและ

ทิศทางของค่าพารามิเตอร์แต่ละเส้น

	 วิธีที่ 2 การพัฒนาตัวแบบแบบส่ีขั้นตอน (Four step Approach to 

Modeling)

	 Mulaik & Millsap (2000) ได้เสนอวิธีการแบบสี่ขั้นตอน (Four step approach 

to modeling) ในการพฒันาโมเดลสมการโครงสร้าง โดยมีขัน้ตอนการพฒันาโมเดล ดังนี้

 	 ขั้นตอนที่ 1 วิเคราะห์องค์ประกอบเชิงส�ำรวจ (Exploratory factor analysis) 

ของตัวแปรแฝงแต่ละตัวแปรเพื่อท�ำการคัดเลือกตัวแปรท่ีมีความส�ำคัญเข้าสู่โมเดล      

การวัด

	 ขั้นตอนที่ 2 ตรวจสอบโมเดลการวัด (Measurement model) ของตัวแปรแฝง

แต่ละตวัแปรเพือ่ยืนยันโครงสร้างของโมเดลการวดัในขัน้ตอนแรกว่าตัวแปรแฝงท่ีผูว้จิยั

ท�ำการศึกษาวัดมาจากตัวแปรสังเกตได้ที่ก�ำหนดไว้หรือไม่ 

	 ขัน้ตอนท่ี 3 ตรวจสอบความสมัพนัธ์ของตวัแปรแฝงในโมเดลสมการโครงสร้าง

ว่ามีความสัมพันธ์เพียงพอที่จะน�ำมาวิเคราะห์โมเดลสมการโครงสร้างหรือไม่ 



แบบจ�ำลองสมการโครงสร้างเพื่อการท�ำนาย	 รุ่งโรจน์ สงสระบุญ

203

วารสารมหาวิทยาลัยศิลปากร	 	 	 ปีที่ 38 ฉบับที่ 1 พ.ศ. 2561

	 ขัน้ตอนท่ี 4 วเิคราะห์โมเดลสมการโครงสร้าง (Structural Equation Modeling) 

พจิารณาความสอดคล้องของโมเดลทีพ่ฒันาขึน้กบัข้อมูลเชงิประจกัษ์ โดยดูจากค่าดัชนี

ความสอดคล้องของโมเดล ค่าพารามิเตอร์แต่ละเส้น และความสมเหตุสมผลของขนาด

และทิศทางของค่าพารามิเตอร์แต่ละเส้น

	 โมเดลสมการโครงสร้าง ยังมีศักยภาพสามารถวิเคราะห์โมเดลความสัมพันธ์

เชิงสาเหตพหุระดับ (Multi-level causal model) โมเดลการวิเคราะห์องค์ประกอบระยะ

ยาว (Longitudinal factor analysis model) โมเดลกลุม่พห ุ(Multiple population models) 

โมเดลโค้งพัฒนาการแบบมีตัวแปรแฝง (Latent growth curve model) และโมเดลอื่นๆ 

(Vanitbuncha, 2015) รวมทั้งสามารถวิเคราะห์โมเดลสมการโครงสร้าง ที่ความสัมพันธ์

ระหว่างตัวแปรไม่เป็นแบบเส้นตรงได้อีกหลายโมเดล (Anderson & Gebing, 1988)

ตัวอย่างการวิเคราะห์แบบจ�ำลองสมการโครงสร้าง (Structural Equation 

Modeling: SEM)

	 การวเิคราะห์แบบจ�ำลองสมการโครงสร้าง จากการศกึษาเรือ่ง Model of Total 

Service Quality, Market Orientation and Marketing Innovation towards Performance 

of Private Hospitals in Thailand (Songsraboon, 2016) แสดงให้เห็นถึงขั้นตอนการ

วิเคราะห์แบบจ�ำลองสมการโครงสร้าง ดังนี้

	 ขั้นตอนที่ 1 วิเคราะห์องค์ประกอบเชิงยืนยัน (Confirmatory factor analysis: 

CFA)

	 ขั้นตอนที่ 2 ท�ำการทดสอบค่าสหสัมพันธ์ระหว่างตัวแปรสังเกตได้

	 ขั้นตอนท่ี 3 ท�ำการวิเคราะห์แบบจ�ำลองสมการโครงสร้าง ด้วยโปรแกรม 

Analysis of Moment Structure: AMOS V.6
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χ2 = 106.745, df = 56, P=0.451, CMIN/DF=1.906, GFI = 0.938, RMSEA = 0.006 *P<0.05

ภาพที ่3 การวิเคราะห์แบบจ�ำลองสมการโครงสร้าง (Structural Equation Modeling: SEM)

	 สรุปผลการวิเคราะห์รูปแบบคุณภาพบริการโดยรวม การมุ่งเน้นตลาด และ

นวตักรรมทางการตลาดท่ีมีผลต่อการด�ำเนนิงานของโรงพยาบาลเอกชนในประเทศไทย

รวมทุกขนาด จากภาพท่ี 3 พบว่า สัดส่วนค่าสถิติไคสแควร์/ค่าชั้นแห่งความอิสระ  

(χ2/df) มีค่าเท่ากับ 1.906 ซึ่งผ่านเกณฑ์ที่ก�ำหนดไว้ คือน้อยกว่า 2 เพื่อพิจารณาดัชนี

กลุ่มที่ก�ำหนดไว้ตามเกณฑ์ของสมการโครงสร้างท่ีก�ำหนดไว้ระดับมากกว่าหรือเท่ากับ 

0.90 พบว่า ดัชนีทุกตัวได้แก่ GFI=0.938, AGFI=0.967 NFI=0.965, IFI=0.983, 

CFI=0.983 ผ่านเกณฑ์ ส่วนดัชนีที่ก�ำหนดไว้ที่ระดับน้อยกว่า 0.05 พบว่า ดัชนี RMR 

= 0.019 และ RMSEA = 0.006 ผ่านเกณฑ์ท่ีก�ำหนดไว้เช่นเดียวกัน จึงสรุปได้ว่า  

รูปแบบคุณภาพบริการโดยรวม การมุ่งเน้นตลาด และนวัตกรรมทางการตลาดที่มี          

ผลต่อการด�ำเนินงานของโรงพยาบาลเอกชนในประเทศไทยรวมทุกขนาด 

  
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