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บทคดัย่อ   
 
          ปัจจุบนัปัญหาภยัพิบติัต่างๆไม่วา่จะเป็นนํ้าท่วมหรือภยัแลง้ลว้นส่งผลใหเ้กิดความสูญเสียทั้งชีวิตและทรัพยสิ์น 
แบบจาํลองภูมิอากาศโลกเป็นเคร่ืองมือหน่ึงท่ีถูกใชเ้พ่ือทาํนายการเปล่ียนแปลงสภาพภูมิอากาศรวมไปถึงปริมาณนํ้าฝน
หากแต่แบบจาํลองภูมิอากาศโลกนั้นมีความละเอียดตํ่าและแต่ละประเทศไดมี้การสร้างแบบจาํลองบนพ้ืนฐานท่ีแตกต่าง
กนัจึงจาํเป็นตอ้งมีการลดขนาดแบบจาํลองและคดัเลือกแบบจาํลองท่ีเหมาะสมกบัพ้ืนท่ีศึกษา โดยในบทความน้ีไดน้าํ
ขอ้มูลแบบจาํลองภูมิอากาศโลก HADcm3 จากประเทศองักฤษ ECHAM5จากประเทศเยอรมนั BCCR-BCM2.0 จาก
ประเทศนอร์เวย ์และ CGCM3.1(T47) จากประเทศแคนนาดา มาทาํการลดขนาดแบบจาํลองโดยใชโ้ครงข่ายประสาท
เทียมร่วมดว้ยกบัขอ้มูลนํ้าฝนจากกรมอุตุนิยมวิทยาตั้งแต่ปี ค.ศ.1965-2014 และทาํการใชต้วัแปรทางสถิติในการคดัเลือก
แบบจาํลองในโครงการAR4 (the Fourth Assessment Report of the Intergovernmental Panel on Climate Change)  
4 แบบจาํลองสาํหรับพ้ืนท่ีจงัหวดัเชียงใหม่ หนองคาย สุโขทยั อุบลราชธานี และภูเก็ต โดยพบวา่แบบจาํลอง HADcm3 
เหมาะสมกบัจงัหวดัเชียงใหม่ หนองคาย และภูเก็ต แบบจาํลองBCM2.0 เหมาะสมกบัจงัหวดัสุโขทยั แบบจาํลอง
ECHAM50 เหมาะสมกับจังหวดัอุบลราชธานี ในขณะท่ีแบบจาํลอง CGCM ไม่เหมาะสมกับพ้ืนท่ีใดเลยโดยความ
เหมาะสมท่ีกล่าวมาขา้งตน้น้ีอยูใ่นหน่วยต่อปี และการเปล่ียนแปลงปริมาณนํ้าฝนท่ีไดจ้ากแบบจาํลองพบวา่ปริมาณนํ้าฝน
ในเวลา 5 ปี (ค.ศ.2014-2018) จงัหวดัเชียงใหม่ลดลง 5.22% จงัหวดัหนองคายลดลง 16.37% จงัหวดัอุบลราชธานี ลดลง
10.71%จงัหวดัภูเกต็ลดลง 24.17% จงัหวดัสุโขทยัเพ่ิมข้ึน 13.98% ในเวลา 10ปี (ค.ศ.2014-2023) จงัหวดัเชียงใหม่ลดลง 
10.79% จงัหวดัหนองคายลดลง 9.40% จงัหวดัอุบลราชธานี ลดลง 2.44% จงัหวดัภูเก็ตลดลง 14.68% จงัหวดัสุโขทยั
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เพ่ิมข้ึน 49.68% และในเวลาและ 25 ปี (ค.ศ.2023-2038) จงัหวดัเชียงใหม่ลดลง 6.95% จงัหวดัหนองคายเพ่ิมข้ึน 0.68%
จงัหวดัอุบลราชธานี ลดลง 1.09% จงัหวดัภเูกต็ลดลง 12.20% จงัหวดัสุโขทยัเพ่ิมข้ึน 29.07% 

 
คาํสําคญั :แบบจาํลองภมิูอากาศโลก; การเปล่ียนแปลงสภาพภมิูอากาศ;โครงข่ายประสาทเทียม; การจดัการนํ้าAR4;  
   ตวัแปรทางสถิติ 

 

Abstract  
 

  Recently, a disaster as Flooding and drought has damaged lives and assets. The Global Climate Models has 
been tool for predicting Climate Change including a future-rainfall. Because it had coarse resolution and many models 
and made from many countries, needed a downscaling process to be increasing accuracy and selecting suitable models 
to use in an area. This research used 4 models of the Fourth Assessment Report of the Intergovernmental Panel on 
Climate Change (AR4) consisting of HADcm3 model, ECHAM5 model, BCCR-BCM2.0 model and CGCM3.1 (T47) 
model from England, Germany, Norway and Canada, respectively. Moreover, an observed rainfall-data (A.D.1965-
2014) of 5 Province from Thai Meteorological Department, consisting of Chaingmai, Nongkai, Sukhothai, 
Ubonratchathani and Phuket provinces, and an Artificial Neural Networks were used to downscaling, statistic variable 
was also used to appropriate models. Base on annual units, the resultant selection shown the best suitability for 
HADcm3 was 3 provinces composed of Chaingmai, Nongkai and Phuket whereas BCCR-BCM and ECHAM5 were 
with Sukhothai and Ubonratchathani, respectively. CGCM was not suitability for any province base on annual units. 
The 5-years future rainfall (A.D.2014-2018) from selectively downscaled models compared with historic rainfall data 
presented a decreasing rainfall 5.22% in Chaingmai, 16.37% in Nongkai, 10.71% in Ubonratchathani and 24.17% in 
Phuket while it increased 13.98% in Sukothai. The 10-years future rainfall (A.D.2014-2023) from selectively 
downscaled models compared with historic rainfall data presented a decreasing rainfall 10.79% in Chaingmai, 9.4% in 
Nongkai, 2.44% in Ubonratchathani and 14.68% in Phuket whilst it increased 49.68% in Sukothai. The 25-years future 
rainfall (A.D.2014-2038) from selectively downscaled models compared with historic rainfall data presented a 
decreasing rainfall 6.95% in Chaingmai and 1.09% in Ubonratchathani while it increased 13.98 in Sukothai, 0.68% in 
Nongkai and 12.20% in Phuket. 
 
Keywords : Global Climate Models; Climate Change; Artificial Neural Networks; water management;  
            AR4; statistic variable 
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บทนํา  
   
  บทความน้ีมีวตัถุประสงค์เพ่ือทาํการคดัเลือก
แบบจาํลองภูมิอากาศโลก(AR4) หลงัจากผา่นกระบวนการ
ลดขนาดดว้ยโครงข่ายประสาทเทียม 4 แบบจาํลอง ไดแ้ก่ 
BCM2.0 CGCM HADcm3 และ ECAM50M โดยมีพ้ืนท่ี
ศึกษา  5 จังหวัดประกอบไปด้วย  จังหวัด  เชียงใหม่ 
หนองคาย สุโขทยั อุบลราชธานี และภเูกต็  
   แบบจาํลองภูมิอากาศโลก [1] เป็นแบบจาํลอง
ทางตวัเลขท่ีแสดงถึงกระบวนการทางกายภาพมีความ
ละเอียดตํ่าเม่ือนาํมาใชต้อ้งทาํการลดขนาดแบบจาํลอง
ก่อนการลดขนาดแบบจาํลองสามารถทาํไดส้องวิธีหลกัๆ
ได้แก่ วิธีการทางสถิตศาสตร์ (Statics) และวิธีการทาง
พลวัต  (Dynamic) โดยการลดขนาดแบบจําลองด้วย
โครงข่ายประสาทเทียมจดัวา่เป็นการลดขนาดดว้ยวิธีการ
ทางสถิตศาสตร์โดยแบบจาํลองดงักล่าวจะทาํการจาํลอง
ล่วงหน้าไปในอนาคตโดยมีการใช้สถานการณ์จาํลอง 
เ พ่ื อสะท้อน ถึ งก าร เป ล่ี ยนแปลงของภู มิ อ าก าศ 
สถานการณ์จําลองถูกแบ่งออกเป็น 4 ประเภทหลักๆ 
ไดแ้ก่ สถานการณ์ A1 A2 B1 และ B2 แต่ละสถานการณ์
จะมีความหมายต่างกนัโดยในการวิจยัน้ีใชส้ถานการณ์ 
A1B ซ่ึงมีความใกลเ้คียงกบัสถานการณ์ปัจจุบนัมากท่ีสุด 
  A1 เป็นสถานการณ์ท่ีโลกมีการเติบโตทาง
เศรษฐกิจอย่างรวดเร็วและจาํนวนประชากรมีจาํนวน 
มากสุดท่ีกลางศตวรรษแลว้ลดจาํนวนลงรวมไปถึงมีการ

เพ่ิมข้ึนของเทคโนโลยีใหม่ท่ีมีประสิทธิภาพเพ่ิมข้ึน โดย
ในสถานการณ์ A1 สามารถแยกยอ่ยออกไปตามแหล่ง
การใชพ้ลงังานได ้A1F ซ่ึงหมายถึงมีการใชพ้ลงังาน
ฟอสซิลเพียงอยา่งเดียว A1T ไม่มีการใชพ้ลงังานฟอสซิล 
และ A1B มีการใชพ้ลงังานต่างๆ อยา่งสมดุล 
   A2 เป็นสถานการณ์ท่ีโลกมีความแตกต่างกนั
อย่างมาก การเพ่ิมข้ึนของจาํนวนประชากรเป็นไปอย่าง
ต่อเน่ือง และเศรษฐกิจเติบโตชา้ในแต่ละส่วน 
  B1 เป็นสถานการณ์ท่ีโลกมีการเติบโตทาง
เศรษฐกิจอยา่งรวดเร็วและจาํนวนประชากรมีจาํนวนมาก
สุดท่ีกลางศตวรรษแลว้ลดจาํนวนลงมีการเพ่ิมข้ึนของ
เทคโนโลยีใหม่ ท่ี มีประสิทธิภาพเ พ่ิม ข้ึน เ กิดการ
เปล่ียนแปลงโครงสร้างทางเศรษฐกิจอย่างรวดเร็วมีการ
ให้ความรู้เก่ียวกับส่ิงแวดลอ้มรวมไปถึงการลดการใช้
วสัดุท่ีก่อให้เกิดมลภาวะและเร่ิมมีการใช้เทคโนโลยี
สะอาดท่ีมีประสิทธิภาพ 
  B2 เป็นสถานการณ์ท่ีโลกให้ความสําคัญกับ
การแก้ปัญหาท้อง ถ่ินด้าน  สั งคม  เศรษฐกิจ  และ
ส่ิงแวดล้อมการเพิ่ม ข้ึนของประชากรเป็นไปอย่าง
ต่อเน่ืองแต่นอ้ยกวา่ A2 
  สําหรับแบบจาํลองภูมิอากาศโลกนั้ นมีความ
แตกต่างกนัสาํหรับแต่ละแบบจาํลองดงัแสดงไวด้งัตาราง
ท่ี 1 โดยสาเหตุในการเลือกแบบจาํลองเหล่าน้ีเน่ืองจาก
เป็นแบบจาํลองท่ีเป็นสากลและมีตวัแปรท่ีเหมาะสมใน
การใชง้านครบถว้น  

 

 
 

รูปที่ 1 ลกัษณะการแบ่งสถานการณ์ในแบบจําลองภูมอิากาศโลก 
(http://www.ipcc.ch/ipccreports/sres/emission/index.php?idp=3) 



22 วารสารวศิวกรรมส่ิงแวดลอ้มไทย ปีท่ี 30 ฉบบัท่ี 2 (2559)  

ตารางที ่1  ตารางแสดงความแตกต่างของแบบจําลอง 

แบบจําลอง ประเทศ ความละเอยีด 
HADcm3 องักฤษ ละติจูด2.75oxลองติจูด3.75o 
ECHAM5 เยอรมนั ละติจูด2.8oxลองติจูด2.8o 

CGCM3.1(T47) แคนนาดา ละติจูด3.8oxลองติจูด3.8o 
BCCR-BCM2.0 นอร์เวย ์ ละติจูด2.8oxลองติจูด2.8o 

 
  

  โครงข่ายประสาทเทียม (Artificial Neural 
Networks) [2] คือรูปแบบเทคนิคการจดักลุ่มขอ้มูลโดย
ไดแ้รงบนัดาลใจมาจากการทาํงานของระบบประสาทใน
ส่ิงมีชีวิตโดยแนวคิดพ้ืนฐานของโครงข่ายประสาทคือ 
โครงสร้างของระบบการเขา้ถึงขอ้มูลซ่ึงประกอบไปดว้ย
การเช่ือมต่อระหว่างกันของปมประสาทจํานวนมาก 
โครงข่ายประสาทเทียมคลา้ยเคียงกบัเทคนิคของมนุษย์
ในการเรียนรู้โดยการใช้ตัวอย่างในการแก้ไขปัญหา 
โครงข่ายประสาทเทียมเป็นโปรแกรมท่ีมีความสามารถ
ในการกําหนดค่าท่ีจําเพราะเช่นการจดจํารูปแบบซ่ึง
เรียกว่าการเทรน (train) โดยโครงข่ายประสาทเทียมมี
ความแตกต่างตามแต่ละเส้นทางท่ีมนัเช่ือมต่อกนัโดยแต่
ละเส้นทางจะมีค่าถ่วงนํ้ าหนักต่างกนั โดยประเภทของ

โครงข่ายประสาทเทียมแบ่งออกเป็นสามประเภทหลกัๆ
ไดแ้ก่ การเรียนรู้แบบยอ้นกลบั (Back-propagation) การ
เรียนรู้แบบรัศมี (Radius-propagation) และการเรียนรู้
แบบเส้นประสาทแขนง (Neuro-Fuzzy propagation) 
  การเช่ือมโยงไปข้างหน้าแบบหลายชั้ นของ
โครงข่ายประสาทเทียม (Multi-Layer Feed Forward 
Neural Networks) ในการศึกษาน้ีใชโ้ครงข่ายประสาท
เทียมแบบหลายชั้นซ่ึงลักษณะของโครงข่ายประสาท
เทียมแบบน้ีคือแต่ละปมประสาทในชั้ นก่อนจะเช่ือม 
กบัทุกปมประสาทในชั้นถดัไปโดยชั้นท่ีอยู่ระหว่างชั้น
นาํเขา้กบันาํออกขอ้มูลนั้นจะเรียกว่า Hidden Layer  
ดงัรูปท่ี 2 แสดงให้เห็นถึงชั้นนาํเขา้ขอ้มูลและชั้นนาํออก
ขอ้มูล 

 
 

 
 

รูปที่ 2  การเช่ือมโยงไปข้างหน้าแบบหลายช้ันของโครงข่ายประสาทเทยีมแบบหน่ึง hidden layer 
(https://www.researchgate.net/publication/224401922_A_cascade_of_artificial_neural_networks_to_predict_transform

ers_oil_parameters) 
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  ทุกปัญหาสามารถแกไ้ขไดโ้ดยการใชโ้ครงข่าย
ประสาทเทียมโดยใชเ้พียงหน่ึง hidden layer แต่บางคร้ังก็
ใชม้ากกวา่เพ่ือประสิทธิภาพท่ีมากข้ึน 
  โครงข่ายประสาทเทียมท่ีใช้ในการศึกษาน้ี 
เป็นประเภทการเรียนรู้แบบยอ้นกลบั (Back propagation, 
BP) [3-7] โดยโครงข่ายประเภทน้ีจะทาํการรับสัญญาณ
จากชั้นขอ้มูลผา่นไปยงั hidden layer แลว้ทาํการส่งออก
ในชั้ นนําออก  โดยโครงข่ ายประเภท น้ีใช้ในการ
ค่าประมาณค่าความสัมพนัธ์ท่ีไม่เป็นเส้นตรงโดยใชก้าร
จัดการของค่าถ่วงนํ้ าหนัก  (weight) โดยปมประสาท
ทัว่ไปจะทาํการคาํนวณเป็นผลรวมของขอ้มูลท่ีไดจ้ากชั้น
ก่อนหน้าแบบเส้นตรงบวกด้วยค่าเบ่ียงเบนโดยเรียก
สัมประสิทธ์ิวา่ค่าถ่วงนํ้าหนกัดงัสมการท่ี (1) 
 

   (1) 
 
โดย  i คือตาํแหน่งของขอ้มูลนาํเขา้, j คือตาํแหน่งของปม
ประสาท, h  คือค่าท่ีคาํนวณไดข้องปมประสาท, W คือค่า
ถ่วงนํ้าหนกั,  X คือค่าท่ีไดจ้ากการนาํเขา้ขอ้มูล, NI คือ
ขนาดของขอ้มูลนาํเขา้สาํหรับการปมประสาทใน hidden 
layer จะทําการคํานวณแบบไม่เป็นเส้นตรงโดยปกติ
สมการท่ีไม่เป็นเส้นตรงน้ีคือ  ฟังก์ชันของซิกมอยด ์ 
ดงัรูปท่ี 4 
  
  ปมประสาทในชั้น Hidden layer รับขอ้มูลจาก
ปมประสาทของชั้นก่อนหนา้เขียนไดด้งัสมการท่ี (2) 
 

    (2) 
   
  ในชั้นนาํออกกคิ็ดในรูปแบบเดียวกนัโดยใชต้วั
หอ้ยเป็นค่า k สาํหรับความผดิพลาดและผลรวมกาํลงัสอง
ของความผิดพลาดของโครงข่ายประสาทเทียมสามารถ
หาไดจ้ากสมการท่ี (3) และ (4) 

   (3) 
 

   (4) 

 
โดย NO คือจาํนวนของปมประสาทการคาํนวณหาค่าถ่วง
นํ้าหนกัสามารถใชก้ฎโซ่ทางคณิตศาสตร์ (chain rule) ใน
การคาํนวณดังสมการท่ี (5) และสามารถเขียนเมตริก
แสดงค่าถ่วงนํ้ าหนกัไดด้งัสมการท่ี (6) และ (7) โดยมีค่า  
∝  คือค่าคงท่ีในแต่ละขั้นตอนหรืออัตราเร็วในการ
เรียนรู้   
 

  (5) 

 

        (6) 

 
  สาํหรับค่าเบ่ียงเบน (bias) นั้นมีความสามารถท่ี
จะเปล่ียนแปลงค่าถ่วงนํ้ าหนกัไดจ้ากค่าถ่วงนํ้ าหนกัหน่ึง
ไปยงัอีกค่าหน่ึงโดยสามารถเขียนไดต้ามสมการท่ี (7) 
 

             (7) 
 
โดย ค่า B คือค่าคงท่ีของการป้อนขอ้มูลแต่ละแบบ,  
woi คือ ค่าถ่วงนํ้ าหนักของค่าเบ่ียงเบนในแต่ละปม
ประสาท, i คือปมประสาทโดยท่ีbจะเป็นค่าบวกหรือลบก็
ไดข้ึ้นกบัค่าถ่วงนํ้าหนกั 
 
  ตวัแปรทางสถิติ [8, 9] ตวัแปรทางสถิติท่ีถูกใช้
ในการวิเคราะห์ได้แก่ค่าเบ่ียงเบน (Bias) และค่า 
RMSE(Root mean square error) และค่าสัมประสิทธ์ิดี
เทอมิเนต (R-Square) ในการคดัเลือกแบบจาํลอง 
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รูปที่ 4  รูปแสดงฟังก์ชัน sigmoid 

 
  

  ค่าเบ่ียงเบนจะแสดงถึงความคลาดเคล่ือนของ
การทาํนายหากมีค่าเข้าใกล้ 1 แสดงว่าค่าท่ีได้จากการ
ทาํนายเท่ากบัค่าจริงหากนอ้ยกวา่ 1 แสดงวา่ค่าท่ีไดมี้การ
ประมาณค่าน้อยกว่าความจริงและหากมีค่ามากกว่า 1 
แสดงว่าค่าท่ีไดมี้การประมาณค่ามากกว่าความจริงและ
สามารถเขียนไดด้งัสมการท่ี (8) 
 

         (8) 
 
  สาํหรับค่า RMSE นั้นเป็นค่าท่ีแสดงถึงความ
คลาดเคล่ือนในหน่วยความลึกต่อเวลามีสําหรับในการ
วิจยัน้ีสามารถหาไดน้ั้นหมายความวา่ค่า RMSE จะแสดง
ถึงว่าแบบจาํลองนั้นๆมีการประมาณค่าท่ีมากเกินหรือ
นอ้ยเกินในระดบัใดโดยสามารถหาไดด้งัสมการท่ี (9) 
 

   (9)
  

  สําหรับค่าสัมประสิทธ์ิดีเทอมิเนตนั้นสามารถ
หาไดจ้ากสัดส่วนของผลต่างกาํลงัสองดงัสมการท่ี (10) 
 

   (10) 
 

วธีิการวจัิย   
   
  ทํา ก า รคัด เ ลื อกตัว แปรจ ากแบบจํา ลอง
ภูมิอากาศโลก 6 ตวัแปรไดแ้ก่ อุณหภูมิเฉล่ีย ความช้ืน
สัมพทัธ์ ปริมาณนํ้ าฝน แรงลมในแนวเมริเตอเรเน่ียน 
แรงลมในแนวโซนอล และ แรงลมเฉล่ีย เหลือเพียง 4 ตวั
แปรท่ีมีผลกระทบต่อปริมาณนํ้าฝนจากนั้นทาํการจดัเรียง
ขอ้มูลโดยรอบพื้นท่ีศึกษาดงัตารางท่ี 2 พร้อมทั้งจดัเรียง
ขอ้มูลท่ีได้จากการสํารวจจริงดงัตารางท่ี 3 เพ่ือทาํการ
สร้างโครงข่ายในการเรียนรู้ขอ้มูล 
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ตารางที่ 2  ตารางการจัดข้อมูลเพือ่การนําเข้าโครงข่ายประสาทเทยีมในช่วงเวลาทีม่ข้ีอมูลจริง 
ตวัแปร เดอืนที ่1 ปีที ่1 เดอืนที ่2 ปีที่ 1 .... ..... เดอืนที ่12 ปีที่ m 

ตวัแปรท่ี 1 xxx Xxx xxx xxx xxx 
ตวัแปรท่ี 2 xxx Xxx xxx xxx xxx 

…. xxx Xxx xxx xxx xxx 
…. xxx Xxx xxx xxx xxx 

ตวัแปรท่ี n xxx Xxx xxx xxx xxx 
 
ตารางที่ 3  ตารางการจัดข้อมูลจริงเพือ่ทาํการลดขนาดแบบจําลอง 
เดอืนและปี ค่าทีไ่ด้จากการสํารวจ 
เดือนท่ี 1 ปีท่ี 1 xxx 
.... xxx 
เดือนท่ี 12 ปีที m xxx 
 
  

  จากนั้นทาํการนาํขอ้มูลท่ีไดจ้ากการลดขนาด
ออกจะไดค้่าท่ีย่อขนาดแลว้ในเวลาท่ีมีขอ้มูลจริงพร้อม
ทั้งทาํนายผลต่อไปโดยนาํขอ้มูลจากแบบจาํลองไปใชใ้น
โครงข่ายท่ีทาํการสร้างไวจ้ากนั้ นนําข้อมูลในช่วงท่ีมี
ขอ้มูลจากการสํารวจไปทาํการเปรียบเทียบดว้ยตวัแปร
ทางสถิติโดยใช้เป็น RMSE รายปี RMSE รายเดือน ค่า
เบ่ียงเบน สําหรับค่าสัมประสิทธ์ิดีเทอมิเนตโปรแกรม
โครงข่ายประสาทเทียมจะทาํการคาํนวณให้แลว้ทาํการ
เปรียบเทียบเพ่ือคดัเลือกแบบจาํลองท่ีเหมาะสมกบัแต่ละ
จงัหวดัโดยใชต้วัแปรทางสถิติท่ีกล่าวมาพร้อมทั้งทาํการ
เปรียบเทียบขอ้มูลท่ีไดใ้นอนาคตกบัขอ้มูลในอดีตเพ่ือ 
ทาํการหาสัดส่วนท่ีเปล่ียนไปของปริมาณนํ้าฝน 
 

ผลการทดลองและวจิารณ์ 
   
  ผลการทดลองไดค้่าดงัตารางท่ี 4 และ 5 โดย
พบว่าแบบจาํลองแต่ละแบบจาํลองให้ความแม่นยาํและ

แม่นตรงในแต่ละพ้ืนท่ีไม่เท่ากันจะพบว่าในจังหวัด
เชียงใหม่ ภูเกต็ และหนองคาย นั้นแบบจาํลอง HADcm3 
สามารถประเมินปริมาณนํ้ าฝนได้เหมาะสมท่ีสุดใน
ขณะท่ีในขณะท่ีจงัหวดัอ่ืนๆ นั้นสามารถเลือกใชไ้ดส้อง
แบบจาํลองทั้ งน้ีข้ึนกบัจุดมุ่งหมายของการทาํนายหาก
ต้องการทาํนายในระยะยาว เช่น 5 ปี 10 ปี 25 ปี ควร
เลือกใชแ้บบจาํลองท่ีมีค่า RMSE รายปีตํ่าในขณะท่ีหาก
ทาํนายในระยะสั้ นเช่นรายเดือน ราย 6 เดือน ราย 12 
เดือนควรเลือกใชแ้บบจาํลองท่ีมีค่า RMS รายเดือนตํ่า
กวา่ ในการวิจยัคร้ังน้ีทาํการทาํนายเป็นรายปี (ระยะยาว) 
จึงทาํการเลือกแบบจาํลอง BCM2.0 ในจงัหวดัสุโขทยั
และ ECHAM5  ในจงัหวดัอุบลราชธานี สําหรับผลการ
ทําน ายป ริม าณนํ้ า ฝนในอนาคตนั้ นถู กแสดงไว ้
ดงัตารางท่ี 6 
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ตารางที่ 4  ตารางแสดงค่าเบี่ยงเบนและค่าสัมประสิทธ์ิดเีทอมเินต 
Annual Bias R-Square 

  HADcm3 ECHAM5 BCM2.0 CGCM HADcm3 ECHAM5 BCM2.0 CGCM 
เชียงใหม่ 0.962 0.943 1.002 0.974 0.899 0.622 0.627 0.724 
ภเูกต็ 0.989 0.909 1.027 0.863 0.566 0.584 0.592 0.535 
สุโขทยั 1.105 1.087 1.050 0.924 0.649 0.615 0.598 0.664 
หนองคาย 1.039 0.977 0.950 0.969 0.737 0.712 0.670 0.706 
อุบลราชธานี 0.902 0.981 1.042 0.972 0.712 0.712 0.699 0.725 
 
ตารางที่ 5  ตารางแสดงค่า RMSE รายปี 

Annual Bias Monthly Bias 
  HADcm3 ECAM50 BCM2.0 CGCM HADcm3 ECAM50 BCM2.0 CGCM 
เชียงใหม่ 125.5396 207.1976 223.9161 174.8702 31.8468 61.9758 61.2182 54.5890 
ภเูกต็ 358.8257 418.5276 359.0170 550.0693 100.4118 99.9998 97.2971 115.9058 
สุโขทยั 252.8703 249.2301 237.0457 246.7490 65.8440 67.7455 68.7449 63.0268 
หนองคาย 296.5518 315.6704 332.0203 334.6731 76.3134 79.0686 79.9494 79.9472 
อุบลราชธานี 305.7092 232.7340 288.7720 254.7206 77.2199 76.8151 78.7200 74.9351 
  
ตารางที่ 6  ตารางแสดงปริมาณนํา้ฝนทีไ่ด้จากการทาํนาย (+  เพิม่ขึน้, - ลดลง) 

ปีค.ศ. ปริมาณนํา้ทีเ่ปลีย่นแปลง(%)
เชียงใหม่ หนองคาย สุโขทยั อุบลราชธานี ภูเกต็ 

2014-2018 - 5.22% จากอดีต - 16.37% จากอดีต + 13.98% จากอดีต - 10.71% จากอดีต - 24.17% จากอดีต 
2014-2023 - 10.79% จากอดีต - 9.4% จากอดีต + 49.68% จากอดีต - 2.44% จากอดีต - 14.68% จากอดีต 
2014-2038 - 6.95% จากอดีต + 0.68% จากอดีต + 29.07% จากอดีต - 1.09% จากอดีต + 12.20% จากอดีต 

 

สรุป  
   
  แบบจาํลอง HADcm3 สามารถประเมินปริมาณ
นํ้ าฝนไดเ้หมาะสมท่ีสุดในจงัหวดัเชียงใหม่ หนองคาย
และภูเก็ตสําหรับในส่วนในจงัหวดัสุโขทยัเหมาะสมกบั
แบบจาํลอง BCM2.0 จงัหวดัอุบลราชธานีเหมาะสมกบั
แบบจาํลอง ECHAM5 สาํหรับจุดมุ่งหมายในการทาํนาย
ระยะยาวโดยพิจารณาจากการเปล่ียนแปลงปริมาณนํ้าฝน 

  การเปล่ียนแปลงของปริมาณนํ้ าฝนพบใน 5 ปี
ข้างหน้าหนองคายจะมีปริมาณนํ้ าฝนลดลงมากท่ีสุด  
อีก 10 ปีขา้งหนา้ ภูเก็ตจะมีปริมาณนํ้ าฝนลดลงมากท่ีสุด 
อีก 25 ปีข้างหน้า เชียงใหม่จะมีปริมาณนํ้ าฝนลดลง 
มากท่ีสุด ส่วนในจงัหวดัสุโขทยัจะมีปริมาณนํ้ าฝนมาก
ข้ึนมากท่ีสุดทั้งในระยะ 5  10  และ 25 ปี 
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