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Abstract

Concerns on artificial intelligence (Al) are neither technical nor impedimental
to technological progress. It is about assessing and monitoring for what and when
would be appropriate to regulate with desirable advancement. Especially, nobody
would accept systemic bias to exist in any Al system. Without proper risk management,
the bias would become a major problem unintentionally. It is therefore an increasing
awareness and movement at moment to introduce Al regulations around the world

which include general regulation and sector-specific regulation.

Keywords: Artificial Intelligence, regulation, risk assessment, technology assessment
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' @ John Naughton, ‘ChatGPT Isn’t a Great Leap Forward, It’s an Expensive Deal with the Devil’ (The
Observer, 4 February 2023) <https://www.theguardian.com/commentisfree/2023/feb/04/chatgpt-isnt-a-great-
leap-forward-its-an-expensive-deal-with-the-devil> Fuduidle 3 NINNIAU 2566; Laurie Clarke, ‘When Al Can
Make Art — What Does It Mean for Creativity?” (The Observer, 12 November 2022) <https://www.theguardian.com/
technology/2022/nov/12/_when-ai-can-make-art-what-does-it-mean-for-creativity-dall-e-midjourney> & U A U die
3 nInNgIAL 2566.

2 EduKitchen, ‘Chomsky on ChatGPT, Education, Russia and the Unvaccinated’ (21 January 2023)
<https://www.youtube.com/watch?v=IgxzcOugvEI> dududle 3 N3INHIAU 2566.

3 Emily M. Bender and others, ‘On the Dangers of Stochastic Parrots: Can Language Models Be Too
Big?’, Proceedings of the 2021 ACM Conference on Fairness, Accountability, and Transparency (Association

for Computing Machinery 2021) <https://dl.acm.org/doi/10.1145/3042188.3445922> Auduiile 2 nsngnAu 2566.
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4 Joseph Weizenbaum, ‘ELIZA’ (Communications of the ACM, 1966) <https://redirect.cs.umbc.
edu/courses/331/ papers/eliza.html> duduidle 4 nsngIAN 2566; ‘Eliza (Elizabot.Js)’ (mass:werk)
<https://www.masswerk at/elizabot/ #ELIZA> dufuiile 4 nsngiau 2566.

> John Naughton (\348550 1).

@ Julia Bossmann, ‘“Top 9 Ethical Issues in Artificial Intelligence” (World Economic Forum, 21 October
2016) <https://www.weforum.org/agenda/2016/10/top-10-ethical-issues-in-artificial-intelligence/> dudwile 4
nINfIAL 2566; ‘Artificial Intelligence’ (UNESCO) <https://www.unesco.org/en/artificial-intelligence> dududle
7 n70491A0 2566; ‘OECD Al Principles Overview’ (The OECD Artificial Intelligence Policy Observatory)
<https://oecd.ai/en/> dudwile ¢ NINNIAN 2566; George Lawton, ‘Generative Al Ethics: 8 Biggest Concerns’
(Enterprise Al, 18 April 2023) <https://www.techtarget.com/searchenterpriseai/tip/Generative -Al-ethics-8-
biggest-concerns> ﬁuﬁmﬁla 4 n3n1AU 2566; Vincent C. Maller, ‘Ethics of Artificial Intelligence and Robotics’
in Edward N Zalta (ed), The Stanford Encyclopedia of Philosophy (Summer 2021, Metaphysics Research Lab,
Stanford University 2021) <https://plato.stanford.edu/archives/sum2021/entries/ethics-ai/> duduidle 4
NINHIAN 2566.

" Christina Pazzanese, ‘Ethical Concerns Mount as Al Takes Bigger Decision-Making Role’ (Harvard
Gazette, 26 October 2020) <https://news.harvard.edu/gazette/story/2020/10/ethical-concerns-mount-as-ai-

takes-bigger-decision-making-role/> dudule 3 Famau 2565.
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deﬁxmﬁﬁﬁa‘”ﬂwmxﬂ'auimaww Wiy Cirillo D and others, ‘Sex and Gender Differences and Biases in Artificial
Intelligence for Biomedicine and Healthcare’ (2020) 3 npj Digital Medicine 1 Wudu, segalsin dosanalule
oARlumumneiiesusluiiil groesBenmumnefiuduludiutely.

@ Sharad Gandhi, ‘Social Concerns About Artificial Intelligence’ (Medium, 9 June 2018)
<https://medium.com/ @sharad.gandhi/social-concerns-about-artificial-intelligence-93e939b88a8c> dududle

3 @91AU 2565; Josh Taylor and Alex Hern, ‘“Godfather of Al” Geoffrey Hinton Quits Google and Warns over
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fiun : Vourdaki A, ‘What Is the Collingridge Dilemma and Why Is It Important
for Tech Policy?” (Demos Helsinki, 15 February 2022), adapted from Fabio Besti and
Francesco Samore, ‘Responsibility Driven Design for the Future Self-Driving Society’

(Giannino Bassetti Foundation 2022).
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Dangers of Misinformation’ (The Guardian, 2 May 2023) <https://www.theguardian.com/technology/2023/
may/02/geoffrey-hinton-godfather-of-ai-quits-google-warns-dangers-of-machine-learning> dudwdle 5 dnay
2566, Chris Vallance, ‘Al Risks Leading Humanity to “extinction,” Experts Warn’ (NBC News, 30 May 2023)
<https://www.nbcnews.com/tech/tech-news/ai-risks-leading-humanity-extinction-experts-warn-rcna86791>
duduiile 5 nIn1AN 2566; ‘Elon Musk among Experts Urging a Halt to Al Training” (BBC News, 29 March
2023) <https://www.bbc.com/news/technology-65110030> duduile 5 NINAIAU 2566; ‘How to Worry Wisely
about Artificial Intelligence’ (The Economist, 20 April 2023) <https://www.economist.com/ leaders/2023/04/20/
how-to-worry-wisely-about-artificial-intelligence> dudule 5 NINNIAU 2566.

10 David Collingridge, The Social Control of Technology (St Martin’s Press 1980) 11.
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' ¢ Bradley Fidler, ‘Cybersecurity Governance: A Prehistory and Its Implications’ (2017) 19 Digital
Policy, Regulation and Governance 449; Craig Timberg, ‘The Real Story of How the Internet Became so
Vulnerable’ (Washington Post, 30 May 2015) <http://www.washingtonpost.com/sf/business/2015/05/30/net-
of-insecurity-part-1/> AuAu ija 7 nINNIAU 2566; CBS News, ‘DARPA: Nobody’s Safe on the Internet - CBS
News’, (60 Minutes, 8 February 2015) <https://www.cbsnews.com/news/darpa-dan-kaufman-internet-security-
60-minutes/> Auduiile 7 nsngiau 2566,

12 Ad Hoc Expert Group (AHEG), ‘First Draft of the Recommendation on the Ethics of Artificial
Intelligence - UNESCO Digital Library’ (UNESCO, 2020) SHS/BIO/AHEG-AI/2020/4 REV.2 <https://unesdoc.
unesco.org/ark:/48223/ pf0000373434> duduilo 8 N3N91AN 2566; Al Council, ‘Al Roadmap’ (UK Government
2021) <https://www.gov.uk/government/publications/ai-roadmap> duduidle 8 NINNHIAN 2566; Rafael A.
Calvo, Dorian Peters and Stephen Cave, ‘Advancing Impact Assessment for Intelligent Systems’ (2020) 2
Nature Machine Intelligence 89; Roger Clarke, ‘Principles and Business Processes for Responsible Al’ (2019)
35 Computer Law & Security Review 410; Bernd Carsten Stahl and others, ‘A Systematic Review of Artificial
Intelligence Impact Assessments’ [2023] Artificial Intelligence Review <https://doi.org/10.1007/510462-023-
10420-8> Audwiile 8 N3NH1AU 2566; ‘Technology Assessment: Artificial Intelligence: Emerging Opportunities,
Challenges, and Implications’ (U.S. Government Accountability Office, 28 March 2018) <https://www.gao.gov/
products/gao-18-142sp> duduiile 8 nsngIAL 2566,
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13 Rinie van Est, Bart Walhout and Frans Brom, ‘Risk and Technology Assessment’ in Sabine Roeser
and others (eds), Handbook of Risk Theory: Epistemology, Decision Theory, Ethics, and Social Implications
of Risk (Springer Netherlands 2012) <https://doi.org/10.1007/978-94-007-1433-5 43> dudude 8 N3INHIAY
2566; Raija Koivisto and others, ‘Integrating Future-Oriented Technology Analysis and Risk Assessment
Methodologies’ (2009) 76 Technological Forecasting and Social Change 1163.

14 Anne De Piante Henriksen, ‘A Technology Assessment Primer for Management of Technology’ (1997)
13 International Journal of Technology Management 615, Feusznouluseiinisusyfiusing 9 TIDINTIATIEN
MeLAsEEAa (Economic Analysis) N1536A312%N156AAWLS (Decision Analysis) N1534A312%32UY (Systermn Analysis)
n13A1nnsainianalulag (Technological Forecasting) N15Aam1udaya (Information Monitoring) N15U 34y
Naﬁquéw nanadia (Technical Performance Assessment) N15UszLiuA LA M3 RA (Risk Assessment)
MMTIATIETIRAIN (Market Analysis) Wagnsalasizsinansenumiatiadenisuen (Externalities/Impact Analysis).

15 Rinie van Est, Bart Walhout and Frans Brom (1839330 13).

16 Reva Schwartz and others, ‘Towards a Standard for Identifying and Managing Bias in Artificial
Intelligence’ (2022) <https://www.nist.gov/publications/towards-standard-identifying-and-managing-bias-
artificial-intelligence> Aududle 22 Tqueu 2565. hereafter “NIST Bias Guidance.”

17 Stuart Russell and Peter Norvig, Artificial Intelligence: A Modern Approach (4th edn, Pearson 2020).
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18 OECD, ‘Scoping the OECD Al Principles: Deliberations of the Expert Group on Artificial Intelligence
at the OECD (AIGO)’ (OECD, 2019) <https://www.oecd-ilibrary.org/science-and-technology/scoping-the-oecd-
ai-principles_d62f618a-en> duduile 22 ﬁquwu 2565.

19 See Aryan Pegwar, ‘What Is the Difference between Artificial Intelligence (Al), Machine Learning (ML)
and Data Science’ (Medium, 13 April 2020) <https://medium.com/@rkt10952/what-is-the-difference-between-
artificial-intelligence-ai-machine-learming-ml-and-data-science-42af1fdedcc1> U A dle 4 nen QAU 2566;
Steve Juumta, ‘What Is Artificial Intelligence? An Informed Definition” (Emerj Artificial Intelligence Research,
21 December 2018) <https://emerj.com/ai-glossary-terms/what-is-artificial-intelligence-an-informed-definition/>
accessed 4 July 2023; A. L. Samuel, ‘Some Studies in Machine Learning Using the Game of Checkers’ (1959)
3 IBM Journal of Research and Development 210; Pagani M and Champion R, ‘Making Sense of the Al
Landscape’ [2020] Harvard Business Review <https://hbr.org/2020/11/making-sense-of-the-ai-landscape>

v

duduidle 4 nangnAu 2566.
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ﬁ]gLﬁu‘lﬂ']'] UEJ']NGNﬂa’]'ﬂiﬂﬂa\?ﬂ33Lﬂu%LﬂU?ﬂ‘U'ﬂﬁﬂ’]i‘Wq\iLV]?]U?]VﬁaﬂQqNGUUGUE]UGUaﬂ
N < a | I a8 vaa Y o | .
szuuusegela Ussiiuniamaie wu WWussuuldiBnnsuuuiifauanield (supervised or
. N & 9 vao aa 9 ¢ a = "y o &
unsupervised) sadussuuildismmeatavsendninaeiBenssneviseld arulslousuiiu

gosnmssanindulgaussivgvieliluguesnisiiugua

2 william M. (Mac) Thornberry National Defense Authorization Act for Fiscal Year 2021, Pub. L. No.
116-283, § 5002 (2021).
21 EU Al Act, Annex |, Aounldwad : -
(@)n13¥suveanies udanisdouduvuifgua Liffauanasuvuiaiuidanisidous Tali3snns
fivannnanesnisnsiFeusidadn (Deep Learning)
(b)uuIMaumssneuargIuaIug IUfN1sUnuA1AN; MITeulusunsuldaulde (3sne) guanug
nseysnuuaznalndstio mslivema (Sedydnual) uazssuuiifeinsy
(©)33nsmeadin nsUszaiuUULS FEnsdumuazn1siiuysEansnm.
2 Proposal for a Regulation of the European Parliament and of the Council Laying Down Harmonised

Rules on Artificial Intelligence (Artificial Intelligence Act) and Amending Certain Union Legislative Acts,

COM/2021/206 final, hereafter “EU Al Act”.
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Tudszpuifeatunisusediuanuides Tul 2022 OECD F9lawuziinnsauwuInig

nsUsziiumudssUsziliuanudesweanisldnussuulygyiussivg 5 Ysenis® leun

2 aad

(1) gauuazlan (People and Planet) Wulianfiansandmansenu (nglanizenega

ludsuinuieatvanu) vesszuulgaiuseivgnideiolduasiuyudilugudnaluaz ity
Usglevtdodaunazlan esuddnSunvery dwindon uasusunnedenudy q lngianie
oA A - ¢ a
aggauenmilonnUsslevimansugia
(2) USUMMNaATEERY (Economic Context) Wufiifiasandsaninwindennidinisui

seuulgausvavgivldnuluniadiunsossdansuils 9 wu nsussandldlugnavnssy

[ a a

MAgIiuaunIm N13RY wagn1sHan viseeafinsanluudvasnsldeulunisgsia nansenu

191998407 WagrwInveIRansEnULY TINfnainzveunalulagiliusyneume

(3) Toyauazdunm (Data & Inputs) WWudAnfiansundeyauazdunniililaeszuy

Uyauseivgiiieasaiunuvesaninwinden Inefiansansuianuivesdeya lidnasdu

a

dayanasounsadlnen1nlenyy Teyailamenaaisisuelneniniy viedeyadiuunna

Y

[

FdAsniuTIUTINTeyanIeATesLaL /M50 tATtaduazluuuTesloyanay
AuauURvestoya Taonadeainnsanidnvazvesdeyaiiiuvidludaiom anud wazaiy
avldunvailaya

a

@) wuudrasslygrUszivg (Model) luddvesnuudtaastyyruseivsmiu

43

[

funy anmwaindounsuanivnuanieusdulaslinisduinvesszuudyydseivs
FsnveunquoIRUIENBUANS 9 YBIENNIIAGRL LHU NTTUILNNT Tng ATWAR fAu uaz/vTe
Ugduiuslulanuisenuduate Ssmufauuigiuioldfuanuduaie (model) Tngiamny
Tukivesauannsolunisesuefeiadoidmaronisinaula vienadnsnisszanana
vasszuulyauseivgle

(5) Nuwarnadns (Tasks & Outputs) Hudfvesufiszuudniunig wu nsviile
Judauunra (personalisation) #38n1353u% (recognition) IO LSRR E PRI RERET R
nsdsdnnaieviun lnglanzegudinshszuuuildluriunSoanmuindeniiunneg
nndeyaniedunntuarariliAnnaiilieaving 019 madenufoR (discrimination) nie

AnuRanatnildlaninnune (unexpected errors)

2 OECD, ‘OECD Framework for the Classification of Al Systems’ (OECD, 2022) < https://www.oecd-
ilibrary.org/ science-and-technology/oecd-framework-for-the-classification-of-ai-systems_cbéd9eca-en> duAu

\dlo 8 nanAN 2566.
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A9 2 wanenuduusveRn1sUssliumsldaussuulyaiUsshivg
CONTEXT

PEOPLE &
PLANET | Al MODEL

Viuﬂz OECD, ‘OECD Framework for the Classification of Al Systems’ (OECD 2022)

< ' =

Tulfentu NIST Aldmeunsienarsdfysududiumidavessnmuneisufiozaing
nTeUINAIFIUNMTWAINSEUU Al Iidedeld A wuaufiRinendunisinnisenfivesszuy Al
¥30 “NIST Bias Guidance” lagszyiiinrundululifiszuu Al azonfediaios 3 Usznns™

- BARYBITEUY (Systemic Bias) Inseydn MuN8e NAINNTEUIUNTRAENIUL TR
yosmhsnuididunsivlumeiidsalingunsdsauunnguldfuussloninielfiuisund
nauduiideussloniviadoniou Swmunsidenfntulfnngedoyailldlumsiingsuy A

- 8ARYDINTITUTENIANA (Statistical and Computational Biases) lngseyimsngis
nanyadegdeyatiliivnzaniazdusunuvesnguussrnisidesnis Feaounsaiil
fnasAntunnnsiingsuu Al fedeuaUssamifrdldamusooymunieveenalildlamy
yatoyadu

(%

- 9ARYRINYYE (Human Bias) lagszyivunedia aAnuRananiiinantedninves

pmd

yudfleguuiiugiuvesnismanisaiuagmamaninaziuiiiunisinaulafisaniuazdends
Feonddanaruduiiugruresnisindulavosuyud iisadnisiaudlasnddangnn
lsiifisanefiageunuonfilsd

Tag NIST wugih ligiaunssvuuulduumisiddafanmmsdsnsuasmalulad
(socio-technical approach) iszweluladifissegraiedliifieanefivedanisiunanseny

nsdinuvesszuy Al Sududesiilsdnuauaznginsuvesdeya fruidosdiufduius

24 NIST Bias Guidance (1399538 16) 6-9.
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fuszuu waradeiidudeudsdasadsesdnsfiiendestuniseanuuy W wazilldnu?
waglidouui 8 Uszns?® el

~ n1sfanunsaagay (Monitoring) laun nsdalidssuuRnaunsiaaeuriiais
ilereaiieulugaFuiinveumninsanulonafiazifindgm

- msdundaiiendly (Recourse Channels) laun nsdalsifideanislunisdeans
ﬁ;ﬁ%mummmLL%’Qmw%uaﬂﬂa'nLﬁ'mﬁ’wa%wﬁmawLﬁmﬁﬁmﬁamummmﬁlﬁu
NANTENUTI

- ulgurguaznszuauns (Policies and Procedures) laun n1sdnvinuleviiay
nszuunsneluduaednvalisnesiiers muaunumanusuRereusasnssuiunislunsiay
FupouvansREU Al

- msdnvienans (Documentation) A nMsdavilenatsdunuufaiamInggu
yaamsRaLImdenszydesuiedig q vesszuuiielvgiuiinveunsiaasvamisaidile
wazfinsansiunsiedsfionsssintuldosumnzaniuanudes

- AUSURAYOU (Accountability) lawn n1sdalvdymainsusefiuusuinveu
1AgRNEADNTIANITOARTBITLUY Al

- fausssuuazn1sU§UR (Culture & Practice) TouA nsfiminsaliaudfny

fun1sdnnisanuidsndlilafideuszylinlafnig Fainasusingluguuuuaeanisiv

=

LT 191 UINTIVFOUVUAZAIAIDIUADNITHAUITEUU (effective challenge) Lagn159nlidl

ep

sxuUdAN3ANIAILUY 3 lines of defense

- n13¥an1sAanuLdes (Risk Mitigation, Risk Tiering & Incentive Structures) i
aandiladnidlavesnsinnmsandssegfinsanauides isk mitigation) laldmsuanides
Audea (isk avoidance) nanfe veuFuindanaudululifiewfnmanisaiitlifisussasd
uindouiasimdgmuazudlatiymiu

- msuanidsudeya (nformation Sharing) léuA nsuvatudeyanielumisssy
\RedfuimgnnsalvienansznuaINenivesszuy Al aztisenseAureInsinnisauides

LaLanANURANAIANDIARTULA

2 NIST Bias Guidance (1890550 16) 10-11.
26 NIST Bias Guidance (1399530 16) 42-47.
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AMNA 3 LAAIAUAUNUSVDIIIATNTEUIUNITITIUNUTANISUSEAUTEUU

People
and
Planet

i - NIST Al 100-1 (Al RMF 1.0)

Tuiiauunsiany a.a. 2023 NIST AlAWELNINTBUNNTIANITANULEEIVDITLUY

a 4

Uayay1Usediug vde Al RMF 1.0 (Al Risk Management Framework) Ineiinguszasdiiiels
ML 9BIANTANNTAATIINTOULUIMINSIANTANIAB YR TE ULy UTE Ang
LagaInTaATIEiNansEnUTINTsUenaudnvarveszu Uil indadng o 1F Gavmneds
msuimsianslifinruanimnaunauazindodio (valid and reliable) Anudasnde (safe)
AusiuAg (secure) AINLMUNIY (resilient) AaulUsslauagYufinvau (accountable and
transparent) AuaNsalun1sesUIBLazLUanunNEla (explainable and interpretable)
nsfuasesrududud (privacy) wazeudusssuiliflend (fain Tnefuunnisiandn
4 Usznsludosd 1Hun?

(1) fieamnadniau (GOVERN) iunisfafimiissazdosimunrioairaduulovis

N30 TAIUTTTUYRIDIANT T ALAUN AL UTMITIAN1TANUEBINTITussU LTy U sehvg

nagannlunsULaryNTuNALNIdLRgITes

27 Al Risk Management Framework’ (NIST 2023) NIST Al 100-1 <https://www.nist.gov/itl/ai-risk-

management-framework> duAulile 9 NINNIPN 2566.
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2 wiunmilvg) (MAP) iumsAaiinnnsdlvesmsiaumidsldauszuudgUsziug
Vgﬂma%é{aaL%'ﬂ“lw'%uw,t,asﬁaﬂisuﬁLﬁ'aﬁaaﬁwm wszyninendaelalidlaninlng
voanstdnufasililiansoaanisaivioUsvdiuaudesiionsezintuld waundi
Tumouisuuiotaazdeadslummsmssidunistugissenls

(3) F3ns1UsEiiiu (MEASURE) Wumshafimissnuasdosimuaiidiauasiinis
Useilumnudessng 9 Jsavdunasodionnainn1sia MAP uaz MANAGE

(@) FanasiuazAnniy (MANAGE) Wunisiafinulsauardesiinisdnansu
mmé’wﬁiyﬁuaamwm?ﬁlmLLas%ﬁ’maiiw%’wmmrﬁamsﬂizLﬁuuazs‘ﬁui’mm 9 ANUTBUTLHELIAN

A o = 1 ) s & o w
PuuaiieliussaingUszasaiiduthmneddy

AN 4 seRuaNdssvesssuulauseivganu EU Al Act

AnuEudiieBnsulals
(upacceptable Fisk)

ﬂnﬂutﬁﬂqqq (high risk)
AMUEDRAR (limited risk)

ANudesieedian (minimal risk)

fiun - Regulatory framework proposal on artificial intelligence | Shaping Europe’s

digital future, https://digital-strategy.ec.europa.eu/es/node/9745 (last visited Jun 11, 2022).

[

Tngaeandoatuumsiinaraan angrnemsfiuguanslinussuuiyyussivg
vosanamglsuRldtmuassiuaudedlifelud

- adssiivensulild (Unacceptable risk) izUUﬂ@@ﬂUizﬁHﬁﬂizLﬂmﬁﬁaL‘T;Juﬁa
AnAusiaAuUaendy Auduey uardvsuasszyyuedsdnau fegruty szuunsii

AzluundInufinszilaesguta Wudu
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£ v A

- auiAnega (High risk) szuuilygusshviussinniiazdosegneldnnseniii
Adunadoufiazihszvuilyy1ussivgainuidssgeongnain lnefinusifazdosiiu
msnageudall

0 sruumMsUszdiukazussANudssiiisae
yatoyanunmgeiideulyifuszuuiiieanenudssuaznanisidenujoa

v = a ¢ v ! a 1%
ﬂ’]'ﬁ‘Uu‘V]ﬂﬂ"ﬂﬂiﬁll/lﬂ/ﬁﬂﬂ’ﬁmLW@IWLLiﬂﬂrﬂaqﬂqﬁﬂmﬂﬁnlma‘l@

Al

wnansseaziBenfiideyamuandndulussuuuasinguszasAvessyuy

O O O

dwumhenumiugualunisusediunsufiany
o Yoyafidaaunazifomeunsld
O WMSMIAIUANLATIINE AR LY ELTlanANLADS
O Anugaveu ANUUaendy wazAuiugluseauas
- anudessn (Limited risk) Snthiifiazdeaimumdnaulusdla (transparency)
98198 STUUKYINUBY (Chatbots)
- anudsarfesiign (Minimal Risk) lidflanszniiiifiagdeaiinuvdninasinge
ulgugla

aziuliiwuanisnisysadfiuanudeddgninunldlunisyssidumalulad

Y
Sada

Jgauszivgdunismliudiegisdaau dedunnusznisdidey u Alnde Wldnsdiay
mdukuuszuulueyge wildunsiienseusufanisysaluanudsuasnisussiu
walulagunld wagidunislduvumnlvlnglaididmaniviaisasdudneuznisidausdnsla
! - I s 1% a = %
agrmtadunisianiy ag1lsnd dnsldnussvulyanvssivglugnamnssunsanisldau

Ao & a o o w %
LQW’]%U’NUS%LJWI‘VH]’]L‘UuLLazLiuumimﬂUQLLaLa‘W’luLaﬁ

3. UsEiiulanIgnInanaInnssaneaiun1sussiiiussuy
4

UsyyUszneg

&9

nAlana1INILad kunnmivguadyaiussAvgdaiuluinisussdiuanudes

wardanisanudssvesnaluladiduddnlngldondiegrsunnsinnsanudeauuuinly

' '
= =

Tudutiaglananalimiunulldunisussiiunazn1sann1sanuldssd nanwaenisgadulug
nsfirfiugualusieaziBenanIzyoIufarn1ARaIMNTIL (sector-specific) NAUEALY

YasufazUssinenalul
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(1) wwIinmsmiiuguansidautyayiuseivglugiusudsnlugdd

Uaq0u ngunasiinendesiunisldeueuddalulfdlaifiuumeimdundnaina
Tunsmiiuguaisestl Wemnanimnstdsa nsldauu wavdedidungasasvesusiasyseme
=~ W 1o N o aay o & o § v
fauuana1aiu willipanniivawinmsuasinalulagnivtilunirgaamnssutunn il
=~ o w 1% a s v wa = o v
fwwmslunmsiiuguanisidautayaiuseivslugueuddanludfogneaunis Jadinedias
A0AARDINIUNYMUIBITIATHA NYMINETAE TR UETUEUA Tnedfiag1auinsn1smiugua

Jyyusshvglueueudsnluddludisssing sumsiesialiil

A15991 1 Megranasmsiiugualyaiuseivslugusudsalui@lusauseina

[

A%S§OLUSNN

Wleueg U uAdnlulRve93TUIaNa1e (Federal Automated Vehicles Policy) aanlag
F11NUANNUADAABAIUNITITIATUUNNINA1UAIIR 15 NHTSA (National Highway
Traffic Safety Administration) LilefwuauuIMIBAeIfUNMToNLUY NMFHALN MINAFDY
wazmslinuunmuednluifdugstoufiagiinmintdrgran

f%’m%mg]mmsﬁﬁLﬁ'mf‘ﬁ’umiﬁﬁu@LLaImEJLawmfu'«az%uagjﬁ’ungwmwauwiaz%’g Fail
faludnvagresmasendungunedierifugualsamne iedunseonddsesiinissy
IneusazsgazimuakazayyInliaunsailieusudsnludfiuilduuouuaisisuelaly
dnwaugvsanimaasunionisldauais Tanguansuesusarfgonaidemmuaiiiudy
Aeafunsveiulueugn defmuaieifunslinuuuiosnuy sudederimumieaiu

nMsdyguseiune?

iy

9

nsvnyaTin Tassadneiiugiu msvuds wagniveadies (Ministry of Land, Infrastructure,
Transport and Tourism #38 MLIT) daviuwilfoifeatumealuladiionnulasnioves
grunuziidundoulaesnlusi® (Guidelines for the Safety Technologies of Automated
Vehicles) Ingszufistarimuamuninulasadud miugueunsnlusa

souladinsuiludiuusanguane 2 adu laun ngraneni1595195n19un (Road Traffic

Act #38 RTA) LLazﬂawmm?‘imﬁ’umuwmumudqmwﬂ (Road Transport Vehicle Act

28 NCSL, ‘Autonomous Vehicles | Self-Driving Vehicles Enacted Legislation’ (National Conference of State

Legislatures, 2020) <https://www.ncsl.org/transportation/autonomous-vehicles> duduidlo 9 NINNIAU 2566.
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w38 RTVA) iielvinseuaquisnislderueudsnlul@ gedagdunguuneimualiaiunsaly

g1UBUASALURAINNINTFIUYRY SAE S8AUT 3 ANTUTVUIUUATSITE karaNTalde1y

s W wa v A & dddao 1 v Yo 1
PUADALULR SEAUN 4 Taluiunndswiudssrnsidunn LLa%G]ENVLG]'UTUE]HEU‘,’W]"\]’WWUQEN’]U

v Y
=

AuANUUaDAfeas1 s TUNUNTY 9 IUEIMUUARENINANFA 9 NEITUNINTFIUAIY

Uaoaiuhagn1stigueIue uR oL

GFRIRG

nseuuleunssusuRSnludf (Autonomous Vehicle Policy Framework) &sfvunds
nspuLIMkarulsueLREAUE L UASHT IR

Tul A.A. 2018 nIgnTaANUIANLAEANUADASEN 1 UULARALYNYAT1TINEIUIR
W fimuaunisaseseyiinisioudulaseygelildnususudsnlu® sudaimue
wéninasiRsIiuMsTeRYARINMBLTIAEIdesRsuTlarheus udsalusRumAFey

P30 LPUUNDINUY

ORGIGRIGE)

T 1 72
a vad a =

Useineoaansidetuuiufuaninettasiueueunsnlulia feil

1. s uRdmsusasundnlul@ (National Enforcement Guidelines for Automated
Vehicles) 4avinlasAuznIInn15UUE A5 (National Transport Commission) Anue
wundlunsimdnnisauausasudes1amungauiiiivualilu Australian Road Rule
297 Pmsastinldivenusudsnludfegielstng

2. W fuRdmiuntsneaeusosundnludiluesanside 2020 (Guidelines for Trials

o o

of Automated Vehicles in Australia 2020) 3avilagAnENITUNISVUEINIYIFH (National
Transport Commission) LagRuIBIIUAIUAINNTILLDATUNITVUAITZUNI NN DANTLA ELLAY
fh@uaud (Austroads) Wefvuaiur fiRdmiunisvesygnnaaeusnoudsnlusia
UUVIRInUY

Jagduiinsdninseanguuigdnaieninuuaenievesaguddnluda (Automated
Vehicle Safety Law: AVSL) Tneiindninasiiedfunisifuguanindasnioveasnsus
Salusid 1wy nsdmusmiisnuiinihfeysinniidsesudsnluffwazfinnsudy
ANAINANUARASY Nsiruaniigumiuguanissusesaulasnievessagud
Salusf@ wazimusmbenudisisruawiiifeitesiunisaamzideu nseenlueygyin

JUUTOBUA LazMNTIUNISATIIEUANUUABASNY
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81571503 gUsEUYUIU

Uszinadulin1sdniunsgiunnettesiueusudsnludiiviaisatu Tawn
1. AINIFILRIRIRENTUNTNAADUEUEUATUVIR WA AMUATINTFINTEAUYIA

FrSun1sNedaUTUURLSAUTUSIRS T UUYIBIO UL

Y a (3

2. 110351U4N15TUTEN IR AvuadanuauinsgIudmSugnansagudlun1simun

wialuladuiaaunag

3. anpsusEAUMsTuTSalutRdmiugumvug fuundennsgiu 6 seiureanstiul
SalusfRdmsusunmuglulssnaiu dusseiu Lo idesedeaudududilng Tdauds
L5 MBuszuusalud@lunsdudifuguuuy

uanani alinguuneMieitesiunisiidugua fe Fetsdumsunasonieifunis
NAFoULEUANIULTIL TN T UUSAaTYE (1lenaandld) (Administrative Regulations

o o

on Intelligent Connected Vehicle Road Test (for Trial Implementation) Iﬂ&JWﬂWﬂU@LLa

o
(Y Y

AnuUaenfedmIuNMINAFR UL B UANSILUTRAALATEY L8RS tnefiuguanagdul
FONAADU QUUNNAHBU AABAIUYINIATNAADU AILASUUTENIANITNAABUIUTITAYIN

eNUATUNMaaUNAINNINAdeuLasAuLazat Ui uguaTe LSy

aunnglsy

annmglsuiingunaeiduanuasadenilureseruniviug (Vehicle General Safety

=« o v

Regulation) "Uﬂﬂ']ﬂu@]ﬂ’]@ﬁﬂ’]iﬂ']uﬂ’i']ZJUﬁE)QﬁEWHQﬁBQﬂUULLﬁ%ﬁ’WWu@ﬂiaUV}Nﬂaﬂmﬂﬂ

dmsumseyaelvldeueunsnludfneluanninglsy?

'3

a o o = A v ) a
NN ZIﬂix‘iﬂ'ﬁf\]ﬁ‘W'ﬁ%LUﬁJ‘U HUIRTINTT LLa%@Jﬂm‘ig']u‘VlLﬂEJ’J“UENﬂUﬂEiny’]Uigﬂﬂi
(Artificial Intelligence: Al) (2565)

2) wnsmivgwanistdanulygsshvgluomasuliaudu
Jagtunateyssmasuiivinsnisidueinimeiuliaudunasisuiinisldua s

lunediueng o uidwlngdaldinguunemduanniseuliauduiruaulaedyaiUssfvg

1 a

(Al drones) un1saniy Gedinsiasdenndosniunguuisnisiukazeiniaeuiilogiiy

Y

a

vasudazUsvwmedudAy lneddegrwinsnisiidugualygyissivglumealulad

MAgosnuaImMasuliauTulus1sUsEmA uns1eaalul

2 ‘New Vehicle General Safety Regulation’ (European Commission, 6 July 2022) <https://ec.europa.eu/

commission/presscorner/detail/en/IP_22 4312> dududle 9 N3NHIAU 2566.



53 : 1 (H1my 2567) 131

131991 2 Aregreunsnisinuawalaaussivglumalulagnneidesiveinie

gnulspudulusnsussmea

a3l

1a54n1941309n15Y5UINIT3EUUDINALIULTAUTY (Unmanned Aircraft Systems
Integration Pilot Program) \Julasenisvesdrineiunistunans #3e Federal Aviation
Administration (FAA) Tneil¥nguszasdiiied uadumnuuaendslunisldnueinirsliaudy
warliiinnsldaulunipdiudie q Wy Mennsinens A1Ag3Ra a1siagnidu mssudalagans

wazAaNIToU 9

i

UsewmadgUuingruienaivaunisidenniaeiuliaudunselasu Ae Civil Aeronautics
Act Fanmundslszinnuaslasuiiauisaldauls fuuanuimuduniu S9uMInnueig
ToufuRdmiuldanu egrlsfinu ngruneatulidaldldfmuaaseunguianisldaueinie

o v a ¢
gnulspuduiinrunulaeszuudyaiUssivg

a4

(%

Tagtulszimadasieadilifinguuneniduguanisldnueinmeasulinuduiaiuaulag

Y

seuulyausshvglneanis

ORGIGEIGE

Jagtudsemaneawsifeinguunenaivaunisidanueiniaguliauduniolnsy wids

Lifinguanenfivguanisldaueimeaguliautuiiniuaulaeseuulyanussivilagany

d1515u5gUTE YU

Tagiulseweanansusgussnvuiuiinguunenavaunsidaueinieeuliaudunie
Tasu uwddaldiinguunendiduguanisidaueiniagiulinuduiiaiuqulagssuy

Tyauseivglasiang

duanglsy

dviuoimAsuliaudurielasu annnglsulinginaeifinvuanseuieaiuanudaensy

Tunsldsilasuvesyaraiinly e EU Regulations 2019/947 and 2019/945% Gslasuil

%0 “Civil Drones (Unmanned Aircraft)’ (EASA, 22 June 2023) <https://www.easa.europa.eu/en/domains/

civil-drones> dufula 9 NINYIAYN 2566.
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AruAulaeszuula1Useiiyg (Autonomous drone) avgninegluuszinn Specific
category 30 Certified category #edosufjiRnungnaaiuazlisuoygyinanvulgau

d‘ v 1 = v v
W8IU8INaUIITEIUNa LTl

s

a v o =~ o a v ) a
NN ZI@'ﬁ\‘iﬂ’]if\]@m’]igLU‘ﬂ‘U HUIRTINTT LLazumigﬂumﬂm%aﬁﬂUﬂEyiyﬂﬂ’ixﬂwﬁ

(Artificial Intelligence: Al) (2565)

(3) wwansmivguanisidanuldygussivglunalulagandilunt

Jagulsiinmahmelulatanslundunldinneiy fsoradmansenulunieiilis
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31 The Identity and Biometric Applications Unit, ‘Facial Recognition in Israel’s Public Places Policy
Principles & a Call for Regulation’ <https://www.gov.il/BlobFolder/generalpage/face recognition/he/Facial
Recognition in Public Places - INCD.pdf> dudule 9 N3INNIAU 2566.

32 European Data Protection Board, ‘Guidelines 05/2022 on the Use of Facial Recognition Technology
in the Area of Law Enforcement’ <https://edpb.europa.eu/system/files/2022-05/edpb-guidelines 202205

frtlawenforcement en 1.pdf> duduiilo 9 AINNIAN 2566.
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